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sDetailed knowledge of the characteristics of 1IF propagadion paths is an
Ossential requirement to a better utilization of these paths in reliable com-
munications.

Recent advances in HF path characterization as well as in communication
equipment, coding schemes, and microprocessor technology make it possible

to conceive approaches of adaptive utilization of IF propagation that promise
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20. Abstract (Continued)

a substantial improvement upon present-day HF circuit performance.

This recently-acquired expertise includes the following advances:

a) better understanding of the multipath spread and Doppler spread
characteristics of HF propagation paths in several path configurations
(mildlatitude paths, transequatorial paths, transauroral paths, etc.);

b) availability of frequency-agile HF transmitters and receivers;

c) Availability of high-speed sounding techniques, such as the digisonde
approach;

d) availability of microprocessor logics for real-time evaluation of
channel performance, for making decisions on the required diversity and
for carrier frequency selection;

e) availability of coding schemes, such as the M-ary codes, that maxi-
mize the data rate for the selected signalling approach. 0 'f

This report illustrates an adaptive method that makec it poss o
transmit a data rate of 24 kilobits/sec with an error rate of 43'(th fore
suitable for high-quality digital voice) in a single-hoplorosphieric path
established in midlatitude or across the aurora belt.

rhe proposed adaptive approach is based on path sounding, channel
probing, FSK or MFSK signalling, and waveform diversity, with the , ound-
Ing and probing functions used to provide the initial Information for the
working of the adaptivity control loops.

Unclassified
SECURITY CLASSIFICATIO% Or T-1 -AGE(Wh.n Daa En.ewec

i . m m



Preface

This report Is submitted to the USAF Electronic Systems Division In fulfill-
ment of the obligations of thle Smithsonian Astrophysical Observatory (SAO) on

Contract F19628-79-C-0137.

This report illustrates the study activity on adaptive utilization of HF propa-
gation paths performed under USAF-ESD sponsorship by SAO .9clentists
Dr. Marto D. Grossi, Principal Investigator, and by Dr. Ashok K. Gupta.

Acosslon For

INTIS GRAMI
DTIC TAB
Unannouneod [3
Justif ication_
By-_ _ I

Distribution/
Availability Codas

jAvail and., or
Dist S Sjpeeial

3



Contents

1. INTRODUCTION 9

2. TECHNICAL DISCUSSION 10

2.1 General 10
2.2 Pertinent Properties of HF ionospheric Propagation Paths 10

2.2. 1 General Remarks 10
2.2.2 HF Ionospheric Paths Characterization and Measurement 11

2.2.2.1 General Considerations 11
2.2,2.2 The Basic Signal Models Employed in the

HF Channel Characterization (Multi-
path View) 12

2.2.2.3 System Functions for Fading Dispersive
Linear Channels 14

2.2.2.4 Sampling Model 16
2.2.2.5 Paired-Rcho Model 17
2.2, 2.6 Statistical Character ization of Random

Time-Variant Linear (RTVL) Trans-
mission Channels 22

2.2.2.7 Summary of Gross Channel Parameters 23
2.2.2.8 Derivation of the Time-Frequency Plane

Model from the Canonical Channel
Model 26

2.2.2.9 Noise and Interference 29
2. 2,. 2. 10 Estimates of the Path Losses and of the

Time/Frequency Spreads 30
2.3 Path Sounding 34
2.4 Channel Probing 37

2.4.1 Measurement Techniques of Transmission
Parameters 38

2.4.2 Measurement of Doppler Spectrum Parameters 39
2.4.3 Multipath Spread Measurements 42
2.4.4 Simultaneous Measurements of Doppler Spread

and Multipath Spread 43

54
2.4. 5 Multipath Measurements 4

I S



Contents

2.4. 5. 1 Incoherent Pulse Probe 45
2.4.5.2 Coherent Processing Using a Coded

Sequence 48
2.4. 5.3 Implementation 53
2. 4. 5. 4 Doppler Spectrum Measurements 53

2.4.6 Measurement of Instantaneous Impulse Response 57 *

2. 4. 7 Multltone Measurement of the Time-Variant
Transfer Function 58

2.4.8 Measurement of Channel-Corr-Iation Functions 50
2.5 Discussion of Diversity and Adaptivity 61
2.6 The Use of M-ary Codes 67
2.7 Non-Adaptive One-Way Link for Information Transfer

Without Feedback Acknowledgement 70

3. PROPOSED EXPERIMENTAL ACTIVITY 73

4. CONCLUSIONS AND RECOMMENDATIONS 74

REFERENCES 77

APPENDIX A: M-ary Transmission Methods 79

APPENDIX B: Preliminary Estimates of Error Rates inAsymmetrical, Doppler-Shifted, Trans-

auroral, HF Propagation Paths 05

Illustrations

1. Truncation of a Filter Transfer Function by Restriction of
the Input Spectrum to the Range Occupied by the Input
Signal 16

2. Parallel-Path Representation of hmodel(t) 18

3. Tapped Delay-Line Representation of hmodel(t) 18
4. Block Diagram Representation ol II {jr) 20

5, Amplitude and Phase Ripples Each of Which Can Be
Approximated by II (jw) in Eq. (8) and Figure 4 21

6. Tapped Delay-Line Representation of II (jw) 22

7. Scattering Function Showing That the Delay Difference
Between Two Paths Is Greater Than the Delay Spreads
of an Individual Path 25

8. Scattering Function Showing Paths With Overlapping Delay
Spreads 25

9. Canonical Channel Model for Input-Time Output-Frequency
Constraint 28

10. Examples of Possible Delay-Doppler Occupancy Patterns 28

ii6



Contents

2.4.5. 1 Incoherent Pulse Probe 45
2.4. 5. 2 Coherent Processing Using a Coded

Sequence 48
2.4.5.3 Implementation 53
2.4. 5.4 Doppler Spectrun, M'easurements 53

2.4.6 Measurement of Instantaneous Impulse Response 57
2.4.7 Multitone Measurement of the Tirne-Varlant

Transfer Function 58
2.4.8 Measurement of Channel-Corr31ation Functions 59

2.5 Discussion of Diversity and Adaptivity 61
2.6 The Use of M-ary Codes 67
2, 7 Non-Adaptive One-Way Link for Information Transfer

Without Feedback Acknowledgement 70

3. PROPOSED EXPERIMENTAL ACTIVITY 73

4. CONCLUSIONS AND RECOMMENDATIONS 74

REFERENCES 77

APPENDIX A: M-ary Transmission Methods 79

APPENDIX B: Preliminary Estimates of Error Rates in
Asymmetrical, Doppler-Shifted, Trans-
auroral, HF Propagation Paths 05

Illustrations

1. Truncation of a Filter Transfer Function by Restriction of
the Input Spectrum to the Range Occupied by the Input
Signal 16

2.. Parallel-Path Repreaentatlon of h moe(t) 18
3. Tapped Delay-Line Representation of h (t) 18

model
4. Block Diagram Representation ol II (ju) 20

5. Amplitude and Phase Ripples Each of Which Can Be
Approximated by I (ju) in Eq. (8) and Figure 4 21

6. Tapped Delay-Line Representation or II (ju) 22
7. Scattering Function Showing That the Delay Difference

Between Two Paths Is Greater Than the Delay Spreads
of an Individual Pathi 25

8. Scattering Function Showing Paths With Overlapping Delay
Spreads 25

9. Canonical Channel Model for Input-Time Output-Frequency
Constraint 28

10. Examples of Possible Delay-Doppler Occupancy Patterns 28

6



Illustrations

11. Multimodal Scattering Function 31

12. Multimodal Delay Power Spectrum 31

13. Doppler Power Spectrum 31

14. Range Scattering Function a(r) of a One-Hop Ionospheric
Path in Midlatitude 32

15. Cross-Section of the Scattering Function of the Ionospheric
Path in Figure 14 32

16, Simplified Block Diagram of Link's Terminals 36

17. Slmultanecjs Measurement of Doppler Spread and Multlpath
Spread Using Envelopes Only by the SSB Technique 44

18. Transmitter System 54

19. Receiver Overall Block Diagram 54

20. AFC Subsystem 55

21. Demodulators I and Q 56

22. PRN Generator and Shift Registers 56

23. Probability of Error Pc 63

24. Efficiency Function A(y) 63

Al. Idealized Model of a Data-Transmission System 80

A2. Probability of Waveform Error (m-Level FSK Coherent)
Assuming That the Duration of Each Signal Is Fixed
Independently of m 82

A3. Probability of Waveform E -ro (m-Level FSK Incoherent)
Assuming That the Duraton of Each Signal Is Fixed
Independently of m 82

A4. Comparison of Coherent FSK and Incoherent FSK 83

A5. Probability of Waveform Error (m-Level FSK Incoherent)
Assuming That Signal Duration Is Adjusted to Keep the
Data Rate Constant 83

AG6. Plot of Bandwidth Efficiency as a Function of the Number
of Levels 85

A7. PE(k) as a Function of k, Showing That for All But Very Low
Values of STB/No. PE Decreases With M or k 89

A8. PB(k) as a Function of k 92

Bi. Doppler-Shifted Spectrum in a Transauroral Path and an
Example of Computer Simulation 97

B2. Example of Skewed Asymmetrical Spectrum in Transauroral
Path and a Computer Simulation 97

B3. Typical Symmetrical Spectra Considercd Thus Far in the
Literature 98

B4. Block Diagram of an Incoherent Matched-Filter Receiver 100

B5. Block Diagram of a Differentially Coherent Matched-Filter
Receiver 105

K 7



Tables

1, System Parameters 15

2. Atmospheric and Galactic Noise 29

3. HF Channel Properties 34

4. Sounding/Probing Scan Parameters 35
5. Expressions to be Used in the Computation of the Diversity Z 62

6. Transmitter Power Requirements in Transauroral Paths for
Binary Waveforms 66

7. Transmitter Power Requirements in HF Paths for M-ary
Transmission With M = 8 70

8. Transmitter Power Requrements in IHF Paths for Non-
Adaptive M-ary Transmission With M 64 73

8



Adaptive HF Propagation Path Utilization

1. INTROI)UGTiON

I11" propagation paths are time-spread and frequency-spread channels, and

are characterized by severe variability in the time domain of all their properties,

inclusive of path losses.

Improvements over a present-day TIF link's performance in terms of circuit

reliability, data rate, and error rate can be achieved only through the use of O.dap-

tive schemes that in principle appear to be able to cope with the channel variabil-

ity, if the necessary penalty in terms of equipment complexity is willingly

accepted.

Real-time oblique ionospheric sounding between the two terminals of the link

and the chaanel probing simultaneously performed between them are the data-

gathering operations that provide the inputs on which to base the adaptive control

of tle link's performance parameters.

For the sake of illustration, we have assumed in this report that the link has

1 125 to 3375 carriers, respectively for a midlatitude and a transauroral path,

available in the HF band between 3 MHz and 30 MIz.

A sounding scan lasts 100 to 160 seconds and is repeated every 300 to 480

seconds. The master station of the link, where the sounding transmitter is

located, also generates the waveform for channel probing and includes a complete

(Received for publication
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terminal for two-way digital communications. During the pauses of the emissions,
measurements of noise and interference levels are performed at both the master

and the slave station of the link, for use by decision-making microprocessors and

control units. At each terminal, the transmitting and the receiving facility could

have separate units for sounding/probing and for communicating, or these func-

tions could be performed by the same equipment in different modes of operation.

In the latter case, the equipment at the two terminals could be identical and the

assignment of the master and slave roles would be dictated by operational require-

ments.

By processing the data obtained by sounding and probing, it will be possible

to select automatically the group of frequencies to be used for communicating. At

each sounding cycle, Information about the frequency selection and about the wave-

form to be employed Is exchanged between terminals and used locally to achieve
adaptivity. During the next sounding scan (they are performed at a rate of one

every 5 to 8 minutes) the gr'up of frequencies thet were selected for communi-

cating are excluded from the soundhig frequency plan. Instead, lnformat'on on the

changing status of the group o. co.mmunicating frequencies Is obtained from meas-

urements performed on the coded waveform that is part of the communications bit

stream.

2. TECHNICAL DISCUSSION

2.1 General

During the course of this study we have evaluated two basic configurations

for the link:

1. a two-way, high-data-rate, high-capacity, adaptive exchange between the

two terminals of the HF link, with adaptivity based on path sounding and channel

probing, with feedback acknowledgement;

2. a one-way link for relatively reliable information transfer, although

characterized by lack of feedback acknowledgement and lack of adaptivity.

In this report, Configuration 1 is illustrated in more detail. Configuration 2 is

treated in Section 2. 7, as an application of M-ary codes with a large value of M.

2.2 Pertinent Properties of 11F Ionospheric Propagation Paths

2.2.1 GENERAL REIMIARKS

The HF propagation paths of interest in this study are single-hop paths estab-

lished in midlatitude or across the auroral zone. The properties of interest are:

10



1. path losses;

2. noise and interference spectral density;

3. multipath spread;

4. Doppler spread.

Of these properties, it would be relevant to know accurately the dine variability

and the related statistics. Unfortunately, this is known only in p::rticular cases,

so that a reliable experimental investigation on the properties above is thus far an

unfulfilled requirement. In general, we can say that these ionospherk. channels

exhibit time fadings that are important in determining the design of the signal and,

in addition, show long-term variations due to large-scale fluctuations of the med-

ium. Such slow effects have a time constant significantly greater than 5 to 10

minutes, an interval of time selected (as will be seers in the following sections) as

the basic sounding/probing periodicity. Adaptive approaches to the comnmunica-

tion problem arc required to circumvent this long-term variability in propagation

conditions.

In this study, we will make the usual distinction between path sounding and

channel probing, with the former devoted to the measurement of path losses and

of noise and interference levels, and with the latter devoted to measurement of

such parameters as mult. th spread and Doppler spread. The following criteria

were adopted in our study:

1. The link is assumed reciprocal, except for the noise and interference

levels at each terminal. Therefore, the decision on the frequencies to be used

(this decision is the output of the sounding operation) is based on the measurement

of interference and noise both at the master and al, the slave station, and on the

one-way measurement of the path losses between the two.

2. Processing of multipath spread and Doppler spread (the basic operation

of the channel probing activity) is performed at the slave station and the results

are transmitted back to the master station, for use in the final selection of the

frequencies to be used in communicating.

3. Channel probing is to be undertaken orly at the best frequencies put in

evidence by the path sounding, in order to shorten the overall cycle sounding/
probing.

2.2.2 HIF IONOSPHERIC PATHS CHARACTERIZATION AND MEASUREMENT

2. 2. 2. 1 General Considerations

Due to the propagation mechanism of radio waves in the ionosphere, various~mathematical models can be formulated to identify its measureable parameters.

These models (or characterization) are also useful in selecting measurement
techniques for the channel parameters. The select'on of channel parameters itself
depends upon the particular application and upon the receiver structure. In

11j



Section 2. 2. 2. 6, we have summarized tne general principles involved in randomly

modeling time-variant channels. These models are the multipath transmission

models and the composite filter models. The two types of models may be distin-

guished initially. A "multipath transmiesion" view is suggested by identifiable

mechanisms or "paths" of propagation between input and output terminals The
"composite-filter" view is a view whereby channel output is related to input by

means of a linear mathematical operation involving a suitably defined system

function.

The HF ionospheric channel, by virtue of energy propagating over many pa~hs

of different propagation delays, exhibits time dispersion (or frequency selective

fading), and by virtue of time variations of individual phase-path lengths, exhibits

frequency dispersion (or Lime-selective fading).

For most communication problems, it is usually valid to assume that the

channel is linear, with nonlinear effects, if any, being relatively negligible. This

suggests modeling the channel as a time-variant linear (TVL) filter in terms of a
time-variant transfer function.

2. 2. 2. 2 The Basic Signal Models Employed in the IIF Channel

Characterization (Multipath View)

These can be described as linear combinations of the responses Lf three types

of propagation paths; namely,

1. the ground-wave propagation as modeled by a steady specular path.

2. a random scatter mechanism of propagation as generally modeled by a

diffuse path.

3. long-term variabilities of ionospheric paths, often as simulated by a

quasi-specular model which is characterized by a log-aorynal envelope and

Gaussian phase probability density functions. In qua.i-specular type of p.'opaga-
tion, the observed fluctuations in envelope and phase are caused by fluctuating

attenunti(n and electric path length over the traversed path.

The output of a given medium may actually consist of a linear combination of

non-diffuse and diffuse components, and different tombinatlins may be necessary

to describe the output of the same medium at different times. For example, the
sum of a few quasi-specular paths, each of which fluctuates slowly relative to tile

fluctuations of the resultant signal, is modeled by a sample function of a Gaussian
process plus a specular component. Such a comnbination ma) be encountered over

IIF links.

The representation of a channel output in terms of a linear combination of

non-diffuse and diffuse signal models with stationar.N statistics it ansforms the

characterization of the channel into the specification of:

12



1. A multipath structure,

2. The relative intensities, and average delay and Doppler differences of

the various distinguishable paths,

3. The statistical characteristics of individual path delays and delay spread,

and path Doppler shifts and Doppler spread.

4. The constitution and properties of the fine structure o! each distinguishable

path (that is, its possible decomposition into the sum of non-diffuse (specular or

quasi-specular) and diffuse components) including the relative characteristics of

the components, and tile statistical properties of their parameters.

When modeicd by a "composite filter", the variable multipath nature of the

propagation process over HF channels causes a number of effects of great impor-

tance in the evaluation of the signal transmission performance of the "equivalent"

filter.

First, the group delay differences among the various paths cause the overall

channel-composite filter attenuation and delay characteristics to vary with fre-

quency. If the delay spread of the significant paths is not a very small fraction of

the reciprocal of th., bandwidth oc,.upled by tile signal, the various components of

the signal will experience non-i.niform attenuation and delay, which results in sig-

nal waveform distortion. The characteristics of this distortion will be random

for a randomly time-variant linear channel.

Second, the fluctuations in the relative characteristics of tile various paths

cause each frequency component in the signal to acquire a modulation of envelope

and phase (and, hence, frequency). This multipath-induced modulation causes the

signal level to fluctuate up and down, which raises the possibility of signal outages

o- dropouts, cacti resulting from a "fade" or drop of the received-signal strength

below the threshold of acceptable performance in the presence of independent

additive disturbances. In addition, a non-zere delay spread among tile various

paths limits tile bandwidth over which tie fluctuations experienced by signal com-

ponents at different frequencies will maintain the necessary degree of mutual

coherence to keel) the resultant signrl distortion below tolerable bounds.
Finally, tile fluctuation rate induced by tile channel in a particular paraimeter

of the carrier sets a non-zero limit on the frequency content in tile baseband

spectrum that call be used to modulate that particular carrier parameter if inter-

ference between the channel fluctuations and the desired signal baseband waveform

is to remain negligible.

If the "composite" filter tiodel is used, the time, frequency and/or statistical

behavior of a channel-characteristic system function offers the basis for the

definition of the gross parameters for describing the gross aspects of the channel

response. The gross transmission parameters of principal importance in charac-

terizing the effects of a randomly time-variant medium upon broad classes of

16



signal. are discussed in Section 2.2.2.7. In the next section, we will first discuss
the system functions for fading dispersive linear channels for randomly time-
variant channels), then we will outline in Section 2.4, the measurement techniques
of the gross transmission parameters summarized in Section 2. 2.2. T.

2.2.2.3 System Functions for Fading Dispersive Linear Channels

The aystem functions for radio channels have been extensively studied In the
Pas 3. .6 Below we will briefly summarize the results in a way as to

Identify Important channel parameters.
Radio channel. can generally be represented by randomly time-variant linear

(RTVL) filter., System functions can then be defined for representing RTVL chan-
nels In the r~sme manner as to done with other types of linear filters. There are
four waye an which the output of th's" filter y(t) or it. Fourier transforms YQw) can
be expressed in terms of the input x(t) or X~jw); namely

y(t) to terms of an operation on 30t0

y(t) in terms of an operation or, XJW
YQW~p in terms of an operation on x(t)
YQW) in terms of an oporatior on XQja.

The required expressions are given in Table 1. where h(t. 9) is also called a
delay-spread function and Hjw. t0 Is the Fourier transform of h~t, 1). In the treat-
men& of a channel as a signal-distorting filter with randomly time-variant charac-
teristic parameters, exremely useful analytical and structural models can be
doduced (as for a time-variant linear filter) by examining the consequences of the
dependence of h1*, 1) upon I and/or of Hitw, t0 upon iw% holding t fixed. Therefore.
in the subsequent discussion, t will be dropped. Based upon these two approaches
(time and frequency domain approximation) two different representations of the
signal-distorting medium have been developed by the Investigators. These are the
sampling model of a sIgnal-distorting filter and the paired-echo molel.

1.j X. .J. (1969) Principles of simulation of randomly time-varyin
c ~Is.IEE International Conference Communications, Boulder.

Colondok; June U-11. Rp. 40-3s to eu-15.
3. Price, R. axd Grek P. E. (1956) A communication technique for multipath

channel., Proc. IR, pp. 555-570.
3. Kailath, T. (1959) Sampling Models for Linear Time-Variant Filters MIT -

RLE Report No. 352, Cambridge, mass,
4. Daly. ft. F. (1964) C* the Modelin of Tme-Var Fr suncie-Selective

Radio Channels, iPoect No. 7, contract on
5. Esposito, It, and Grossi, M.D. (197)) Channel Characterization for Digital

Communications In Ground-to-SpaCle HIP Paths, I 1th TechniCal Meeting of
the Joint Satellite Study 1ru JS, Florence. Italy. October 4-9.

6. Grossi, M. D. (1971) Experimental IP Back-Up! Eme rencl Communications
System for Space Sfiuttlspace Station. flaytHeon Prop. EV10-4333.
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Table 1. System Parameters

input 1X(t l, ' 'l l"Il , III T L ,1 '1,111nl y(t) ot u

1. Time-smear, or mult ipath -spread function, h(t, f)

- 1: responses to variously delayed and weighted repllcao of xtt).

2. Frequency-smear, or Doppler-spread function M(w,, 0)

*OW XI - j1) M(w, 0) d(1/2v)

E responses to variously frequency-shifted and weighted
replicas of X(jiw).

3. Time-dependent, frequency selective function, 1f(jw, t)

-E responses to X(jhl) eJwlt time components.

4. Frequeriv -dependent, t ime -select ive funct ion rn(t, w)

YOWL) fx(t) m(t, wd) ejt dt

1 ospornses to x(t) ei frequency components

I t5



2.2.2.4 Sampling Model

Restriction of the frequency range of interest in the analysis of a filter re-

sponse an be interpreted as equivalent to replacing the actual filter by the same

filter in cascade with a rectangular filter, as shown in Figure 1. The frequency-

response function H(jw) of the filter is thus replaced by H(ju)prect, r? (u), where

Prect, S1x (w) represents the rctangular amplitude characteristic shown in Figure 1.

The resulting amplitude characteristic is of course strictly physically unrealizable

and hence the corresponding models may not be strictly physically realizable.

Htowever, in practice, this need not cause any difficulty because of approximations

in the necessary number of paths in the model.

i I I

ZERO-PHASE
RECTANGULAR- ACTUAL
PASS FILTER FILTER

MODEL OF FILTER WITH RESTRICTION TO RESULTING TRUNCATED
THE FREOUENCY RANGE OCCUPIED BY AMPLITUDE CHARI ITERISTIC
THE DESIRED SIGNAL

II I

I II

-ax/2 0 *.x/2 -ax/2 0 *axt2

ltgure 1. T'runcation of a Filter Transfer Function by Restriction
of the input Spectrum to the liange Occupied by the Input Signal

We now observe that since the mnodel frequency-response function, II(jW)
1 rect, 9 (W) is Vero for I ? Px 1 x/2. itS inverse F,'ourier tranforni (by the sam-

pling theorerm) can be expressed as

liltd.' Didel Q X (Q ) -
s ~lin



This suggests the parallel-path representation shown in Figure 2. For a

finite number of paths all with positive delays, the filter can also be modeled by a

tapped delay line preceded by a rectangular filter as shown in Figure 3. The path

gains, and hence .he tap gains, are determined from

hmdel(t) =f n hT) sin (?) (2)

2W2

by taking sample values spaced uniformly 2w/fl x seconds apart.

2. 2.2.5 Paired-Echo Model

In practical applications, one is usually concerned with how well the actual

filter characteristics can be approximated by a given number of paths, or "taps".

in the parallel-path or tapped delay-line model. To minimize the number of taps
Irequired, Baghdady proposed the paired-echo model which approximates the

system function in frequency domain. This approximation determines the number

of necessary paths and the explicit interrelations among the tap gains. This is in

contrast to the sampling approach where the approximation is made in the time

domain with no explicit quantitative indication of how well the result approximates

the frequency-domain characteristics. The paired-echo model, discussed below,

is of practical value in computations of distortion only when the number of parallel

signal paths in the resulting model is not too large. The method also becomes

impractical if the nonlinearity of the phase characteristic is quite sovere.

In the paired-echo approach, the starting point is H(jw) which is the lew-pass

analog of the bandpass filter celative to the reference frequency of the signal.

For convenience, let

H~jt) -" A(w) e-jo(t°)  ,(3)

where A(w) and O(w) are both -eal functions of w, known respectively as the ampli-

tude and phase characteristics of the filter. As is well-known, the filter does not

introduce signal distortion if A(io) is constant and O(u) is linear over the frequency

range occupied by the input-signal spectrum. Distortion results from departures

in AU.) and/or O(Uj) fron these conditions. These deviations A(w) - A(o) and

*(ti) - O'Tgd(O) may be expressed as the sums of approximately chosen and weighted

trigonometric terms within the frequency range occupied by the signal spe,'trum in

Fourier series. Thus, if W denotes the width of the band occupied by the input

signal, theni one can write
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A(w) - A(o) Z an ejn(2r/W)w (4)
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where we have set Ibm 4 CI and P m  4 4 b m + w/2. The Fourier coefficients

an and bm are obtained in the usual manner with W as the basic averaging interval.

Using the Fourier, expansions of Eqs. (4) and (5), we can write from Eq. (3)

[r m s inbn(2f/W)w ,

1IljW) A(o) + an ejn(2w/W) Tr e

. e~ l ' g d ( ° ) fol { 1WI !5

Each term in the product within braces can in turn be expanded in an infinite

series as

a JCn1 in1m(2 /Wi7 1 ; :id 11 .jK~m(2 /W)w+,g m]
e i k (CII)e (7)

t where Jk(C ) is the Bessel function of the first kind, order K, and argument C'm

From Eqs, (6) and (7) and collecting terms having Identical exponentials, we obtain

.3.gd(O a0 e[l W0+Ki

Swhet-e a K is a comnplex (oeff tetent. Va t' ous matheniat teal niodels f t-on Eqs. (6)

and (83) c'an be obtained. In Figut-e 4, we have shown a model, der i\ved fr~on

.Eq. (8), which connects the input and outpu~t terminals by a niuliphicit of parallel
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Figure 4. Block Diagram Representation of Hojw)I branches, each providing a Aeparate transmission path for the signal between
input and output. The individual paths pass the signal witho it distortion. only pureIi delays and constant attenuation and car rier- reference phase ehifts are introduced.
It is also important to note the symmetry of paths about K =0; that is, the pathsI. fo- +K and -K have conjugate complex transmission "gains!'. but the delay of the
+K path exceeds r gd (o) by the same amo~unt that the delay of the -K path is less

than rTgd (o). Symmetrical path pairs about the K zo are thus said tL contribute
"paired echoes" 1 ,7 of the input signal in the output. Each trigonomett ic term in the

expansion for AUw contrib~utes, in the absence of any distortion from 4(w), only

one pair of echoes, a precursory echo (corresponding to (+)ve n in Eq. (41) and a

successory echo (for (-)ve n in Eq. (4). But in the expansion of O(U in Eq. (6),
each term gives rise to an infinite number of uniformly spaced precursory and

7. Bello. P.A. and Esposito, R. (1970) Measurement techniques for time-varying

dispersive channels, Alta Frequenza, No. 11, Vol. XXXIX, pp. 980-996.
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successory echoes. From Eq. (8) and Figure 4, the quantity T gd(O) - K (21/W)

will become negative for K > W Tgd(O)! 2 9, unless Tg(n) (the slope of O(w) at w = o)

is infinite. The representation in Figure 4 therefore is a physically unrealizable

structure. Therefore, Fourier expansions of A(w) - A(o) and O(w) - w rgd(O) that

converge rapidly are of course most desirable from the viewpoint of truncation of

the series to fewer terms. Filters with very smooth And low ripple in A(w) and

O(w) may also be represented by a much smaller number of pure-delay, all-pass

paths. When the number of parallel paths in Figure 4, or in the model for Figure 5,

is finite and the corresponding delays are all positive, the signal-distorting filter

model can also be redrawn in terms of a tapped delay line as shown in Figure 6.

Such a model may be physically conceived to consist of a lossless delay line with

taps whose number and spacing are chosen equak' to the number and delay differ-

ences of the parallel-path model.

AA(w)

I '
,I I I

I I -l'"

I l i
0 0

AM I I W

0 I

0w

Figure 5. Amplitude and Phase Ripples Each of Which Can Be Approxi-
meted by HoJw) in Eq. (8) and Figure 4
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Figure 6. Tapped Delay-Line Representation of H(jw)

2. 2. 2.6 Statistical Characterization of Random Time-Variant
Linear (RTVL) Transmission Channels

The randomness of the channel results from the variation with time of the

properties of its active propagation mechanisms and therefore is reflected in the

characterization of time-dependent system functions h(t, ) and H(jw, t). The sta-

tistical chat cteristics of the response of a RTVL channel depends upon the time

duration in which the observations are made of the channel response for the sta-

tisttcal characterization of the channel-induced 'luctuations. The selection of

averaging time intervals, dependent on fading rate, is normally aimed at estab-

lishing time intervals over which the generally nonstationary statistical process of

interest call be modeled approximately by a statistically stationary process. If

the nominal fluctuation rate or fading bandwidth is denoted by Bfad, then the

"instantaneous" averaging time, due to detection circuits, is taken as less than

one tenth of the reciprocal of Bfad. The time interval, which is long enough to

include a "typical" pattern of the instantaneous channel-induced fluctuations, is

normally greater than 1000 times the reciprocal of Bfad. Traditionlly, this time

interval is chosen on the basis of the time interval tnat yields received envelct;e

statistics in response to a test sinusoidal carrier with a best fit to the Rayleigh

distribution function. This time interval is important in the sense that lf(jw, t) can

be treated as wide-sense stat'nnary.

A combined time-shift and frequency-shift correlation function of li(3wa, t) is

defined as

It (S!, 7) time and frequency average of {lI(Ju, t) Ht (-)w - 1., t + ) (9)
H2



A double Fourier transformation of RHH (fM, i) over S and T yields

5~~~ d~ J RJJ~f.Jr )2 1fdd T0  d ( n) d7 (10)

If the variables 7 d and 'd are interpreted as time-delay and Doppler-shift variables,

then Sr'd, 'd) is called the channel-scattering function. Since S(Td, 1d) and RHH M,,

RHH (nl, T) are Fourier transforms or each other with

Q - Id and T - d

the spread of RHH (2, T) In the 12 variable is inversely proportional to the spread
of S(rd, dY in the delay variable Td. The spread of R HH (fl, 7) in the 7 variable is
inversely proportional to the spread of S(rd, d in the Doppler-shift vnriabl, fd'

The scattering function in Eq. (10) can also be obtained from the tap-gain
correlation function which, for WSSUS (wide-sense stationary uncorrelated scatters)

channel, is defined as

R(C. 7) = (h*(t. ) h (t+ ., , (11)

where h(t. ) df denotes the complex gain associated with scatters in the interval
(R, 4 + dO). It is called the Input delay spread function. The Fourier transform of

the time-varying impuise response h(t. ) with respect to f is 1(jwj, t) which is also

called the time-variant transfer function.

From the Fourier transform of the RR(, ) with respect to 7, one obtains
S(7d, fd) and if one Fourier transforms R(R, 7) with respect to the muitipath var..

able f, one obtains R(Q? 7), defined as

R(M. r) = f R(f, 7) exp (-j21f?9) d . (12)

R(Q, 7) is called the time-frequency corretatiop function. 'This is the cross-
correlation function between received carriers spacet- .q li z apart at transmission.

2.2.2.7 Summary of Gross Channel Parameters

In light of above discussions, the gross transmission parameters, important

in characterizing the effects of a RTVL medium upon broad classes of signals, are:

1. The outage (dropout or fadeout) is the fractioui of tine in an interval in
which the characteristics of the useful signal parameters do not change significantivy.
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The signal parameter most frequently examined is the envelope, and the threshold

is determined by signal-relat ive -to -noise considerations.

2. The delay spread is a measure of the duration of the channel impulse

response, or o.f the maximum delay difference between the 'irst and last signifi-

cant paths.

3. The coherence bandwidth is the maximum frequency range over which all

frequency components of a signal would maintain substantially fixed relative ampli,

tude and phase relationships and fluctuate practically in step if they were contained

within the coherence bandwidth. The channel signal-distortion effects upon link

performance would thus be negligible. The bandwidth is inversely proportional

to the delay spread.

4. The diversity (or the decorrelation) bandwidth is the minimum frequency

separation between two Input carriers that result in the correlation coefficient of

I/e or less between the corresponding envelopes. The diversity bandwidth is

about 10 to 50 times the coher'ence bandwidth.

5. The fading rate (or Doppler spread) is a measure of the nominal width of

the dispersion in frequency experienced by each individual frequency component in

the transmitted signal.

6. The diversity (or decorrelation) time is a measure of the time separation

that must exist between two impulse excitations to yield a correlation coefficient

of I/e or less between the output envelopes. The decorrelation time is inversely

proportional to the fading bandwidth.

7. The instantaneous channel function h(t, ) which is discussed e'arlier.

8. The second-order channel functions which are discussed earlier.

These parameters are not all independent because, except for outage probabil-

ity, they are determined by R1fil (., r) ai d S(7rd. rd) of Eqs. (9) and (10). Some of

the interrelationships are already discussed earlier, The nominal spread of

S(7d, rd 1 in rd dimension is a measure of the niultipath-delay spread of the multi-

path channel or of the delay spread (1 single path. The nominal spread of S(rd. f0)

in the Id dimension is a measure of the !ding rate. The nominal spread of

Rift] (W.. 7) in the f! dimension is r. measure of (a) the low-distortion transmission

bandwidth, when the delay differ.nce between two paths is greater than the delay

spreads of the individual path (siee Figure 7) ; (b) the coherence band-

width of paths with overlapping delay spreads (see Figure 8). a The nominal

spread of Rfill (M. -r) in the -T dimension is a measure of the channel-decorrelation

t ime.

8. lomax, J. B. (1970) AF propagation dispersion, in Phase and Frvqu,.!eac.
Instabilities in Eiectromagnetic Wave Propagatton, K. Davies. editor
pp. 49751b AGAtRD Conference Proceedings No. 33. 'rechviston Services
Slough, England.
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In Section 2.4, we will discuss tisa measurement techniques for these channel

parameters. In the following section, we will develop 9 the time-frequency plane

model (or "diversity model") used in signal design in Section 2. 5, from the scat-

tering function S(rd, !d).

2.2.2.8 Derivation of the Time-Frequency Plane Model
from the Canonical Channel Model

In this section, we will derive the time-frequency plane model from the scat-

tering function which is useful in signal design, we will also demonstrate the var-

ious shapes of the possible delay-Do.)pler occupancy patterns.

If x(t) is the input and y(t) is the output, then

y(t) = ffx(t - rd) exp j 2 wfd(t - Td ) v (-rdo 1d) d'd dfd . (13)

where V('d, (d)  f h(rd, t) eij2wfdt dt is called the Doppler-delay spread ftnction.

If the input to a channel is confined by a time gate to the time interval

0 < t < T and the output spectrum is confined by a bandpass filter to the frequency
I Iinterval - .W < W < y W, then in place of the actual channel with Doppler-delay

spread function V(rd, 1d ) one may use a channel whose Doppler-delay spread func-

tion 7'(rd, fd) has the singular form

(dfd Vmn6 (r'd"T 6 (rd - V)(4

m, n

where 6( ) is the unit impulse,

V ffexp[jrT( rd - m sine r ( m"T

mn JJ~T' L

sin [% (vd a)] v(rd, fd dr~l dfd

and

sin I xsine x -

9. Bello, P.A. (1969) Measurement of random time-vai ant linear channels,

IEEE Trans. on Info. Th., Vol. IT-25, No. 4, July.
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Examination of Eq. (15) shows that (Vmni are essentially two-dimensional

sampled versions of the original scattering function, the sampling taking place

with "pulses" of width of the order of l/T in the fd direction and I/W in the rd

direction.

The discrete channel model, which consists of a finite set of delays and

11; Ilx I 41
Doppler shifts is shown In Figure 9, where rect(x) -1 0 The

output y(t) in Eq. (13) can therefore be written as

yMt v ,ect t (- ") exp j2rR- V m
T( I T W)

(16)

It is known 9 that the Doppler-delay spread function V(7d, rd) and the scattering

function S(Od0 fd) are related as

V*i d- fdS) V ( d fd)  )/S( 'Vd fd)  (17)

0 1"

S B' , TW , f(,. In V, n1 s

z 0 , for in a' r, n a a

that is, the scattering function varies very little for changes in rd of thL order of

I/W and charges in fd of the order of I/T. Thus the gains of the discrete point
"scatte,-ers" become uncorrelated, and the strength of the reflection from a par-

ticular scatterer becomes proportional to the am.plitude of the scattering fun".ion

at the same value of delay and Doppler shift. For T x- than th m-altipath delay

spread and W > than the fading bandwith, the t.umber of V1111 coefficients stgntf-

icantly different from zero will be determined Ly how nvany rectangles of .li'ers'i,,

1;, W can be fit into the delay-Doppler occupancy pattern, that is into region! oif

the T(1 fd plane over which V(Td, fd) is significantly different than zero. Such

regions arc shown in Figure 10. If SA is the area of one such region, then the

tiamber oft oefficients of significant amplitude can be expressed as

Ncoef= TW SA (19)
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2.2.2.9 Noise and Interference

The levels of noise and interference at the two terminals of the link will not

be the same, therefore these measurements must be performed at both stations.
Receiver front-end noise will be negligible at HF with respect to background

noise (atmospheric and galactic) and with respect to man-made interference.

Table 2 provides an estimate in dB above KTB of the atmospheric and galactic
noise level at 20 MHz, for various seasons and hours of the day.

Table 2. Atmospheric and Galactic Noise
(dB above KTB)

20 MHz
Hours Atmo. Galactic

Winter 0000-0400 22 22
0400-0800 24 22

P900-1200 28 22

1200-1600 42 22

1600-2000 37 22

2000-2400 30 22

Spring 0000-0400 30 22
0400-0800 25 22

0800-1200 34 22

1200-1600 45 22

1600-2000 37 22

2000-2400 39 22

Summer 0000-0400 22 22

0400-0800 25 22

0800-1200 25 22

1200-1600 36 22

1600-2000 34 22

2000-2400 30 22
Autumn 0000-0400 25 22

0400-0800 20 22

0800-1200 36 22

1200-1600 38 2

1600-2000 40 22

2000-2400 36 22
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Interference into the receivers of the link from nearby transmitters, or from

co-channel emissions, either at close range or at a distance, as well as man-made

noise will be the predominant factors in establishing the overall signal-to-(noise

+ interference) ratio at a given carrier of the HF link. As it will be discussed

later on in this report. the adaptive scheme that we propose will use a waveform

characterized by the presence of numerous spectral lines and the noise 4 interfer-

ence level at each one of them will be verified in order to exclude the most inter-

fered ones.

After review of CCIR Report No. 65, we have adopted in our analysis two

values for the level of noise + interference, +30 dB and *A'5 dB above KTB.

2.2. 2.10 Estimates of the Path Losses and of the Time/
Frequency Spreads

Ideally, we would like to provide reliable estimates of all the parameters

indicated in Figures 11, 12 and 13 for each path of intereat in our study. They are

the quantities Bd, Bo# Bm S(C, ). Actually it would be sufficient to simplify the
scattering function to a group of N gaussoides, wilh B 0- 0, B d = 0, and to reduce
therefore the scattering function to the one shown in cross-section in Figures 14

and 15, where the analytical expression (if S(, v) becomes

N (r - ,) f 21k 1 )-1 2 i) 2

SRi) P P.(2 7rB 1, 2 (20)

In this formula, the parameter N ret)resents the number ef path.s in the struc-

ture, r i and L. are the mean delay and the multipath spread, B is the Doppler

spread of the path, and P denotes the relative strength of the i path.

Further simplification can be achieved by represanting the scattering function

S(R, ) as a single gaussoid, whose amplitude is a function of the path losses and

whose widths l.tot and Btot are respectively the total time spread and the total

Doppler spread.

Because of the time variability of the path, we also require the knowledge of

the statistical properties of all these parameters, s that wqe can compute their

median values and plot the curves that provide the per( entage of the tine (y-axis)

during which path losses, the multipath spread and the l)oppler spread exceed the

value of the abscissa (x-axis). Unfortunately only fragmenitary data exist that are

tsable to this end.

Iirst, let's review the case of a one-hop Ill" path in midlatitude. Davies 10

gives a step-by-step procedure that can be easily followod and leads to a reliable

estimate of the path losses. For a path with a length 2. 5 in eganlet ers working

10. Davies, K. (1965) Ionospheric Radio Propagation, NS IMIonograph No. 80.
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at such a frequency f that 0. 85 MUF4000 < f < MUF4000, a typical value of

path losses (inclusive of absorption losses and of antenna gains) is 130 dB. Few

theoretical formulations and even fewer experimental data are available on the
multflpath spread and Dopper spread of single-hop HF paths in midlatitude. Bailey

intestigated the HF multipath spread phenomenon and its dependence upon operating

frequency (specifically, upon its ratio to the MUF). He also included in his analysis

the dependence of multipath spread on path length, link location, local time 1 3 well

as season. This analysis shows that in a 2. 5 megameter path, when using a work-

ing frequency of 0. 9-MUF4000, the time spread L 25 100 microsec. Reliable sta-

tistics on the time spread are unavailable. Concerning now the Doppler spread of
a midlatitude one-hop HF path, we can estimate a median value of 0. 1 Rz. For
this parameter too, a reliable statistic is an unfulfilled requirement.

12 13Let's review now the case of a transauroral oath, Lomax, Shaver et a],

and Shepherd and Lomax1 4 have reported on experimental measurements of high-

latitude HF propagation characteristics, specifically for the frequency of 7.366 MHz.

These authors found that winter propagation (inclusive of "normnl" and 'off-path"

rays) is characterized by a time spread of approximately 1200 microsecewids and

by a Doppler spread of approximately 1 Hz. Summer propagation shows Doppler

spread up to 20 Hz, although most of the signal energy was received within 0. 5 lIz

from the carrier. Data on transauroral-path losses at HF are scant, althouph

these are certainly larger than in midlatitude paths. In our study we have assumed

two values for this parameter, 150 dB and 165 dB. An estimate of the percentage

of time during which these values will be exceeded is, however, lacking.

Table 3 summarizes the channel properties that we have assumed as educated

guesses for our study of adaptive HF propagation path utilization.

11. Bailey, D. K. (1959) The effect of multipath distortion on the choice of
operating frequencies for HF communications circuits, IRE Trans. Antenna
and Propagation, AP-7, 398.

12. Lonwax, J.B. (1970) HF propagation dispersion, in Phase and Frequency
Instabilities in Electromagnetr' Wave Propagation, K. Davies. editor,
pp. 4 E977 GaD Conference Proct edings I. 33, rechvision Services,Slough, England.

13. Shaver, H. N., Tupper, B.C., and Loma J. B. (1967) Evaluat ion of a
Gaussian HF channel model, IEEE Tr .j. on Communications Technology,
Vol., 15, No. 1, pp. 79-88.

14. Shepherd, R. A. and Lomax, J. B. (1967) Frequency spread in ionospheric
radio propagation, IEEE Trans. on Communications Technology, Vol. 15,
No. 2, pp. 268-275.
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Table 3. HF Channel Properties

Midlatitude Path Traisauroral Path

Multipath Spread 100 psec 1500 ,sec

Doppler Spread 0. 1 Hz 10 Hz

1150 dB
Path Losses 130 dB 165 dB

Noise + Interference j 30 dB ,% 30 dB
(above KTB) 45 dB 45 dB

2.3 Path Sounding

Path sounding has the scope of measuring path losses at an adequate number of

spot frequencies in the band of interest (3 M1z to 30 MHz) and of measuring at

the same time noise and interference levels, at the same frequencies and at both

ends of the link.

Table: 4 gives the parameters of the proposed sounding scan. The master

station radiates sequentially 1125 to 3750 carriers to cover the 3-MHz to 30-MHz

band, in a time interval 100 to 160 seconds (88 milliseconds to 47 milliseconds per

carrier). Of the two numbers given above for each sounding parameter, the first

applies to a midlatitude path, the second to a transauroral path. The scan is re-

peated every 5 to 8 minutes.

Once a set of frequencies has been chosen for communicating, it is automat.
ically excluded from next sounding cycle. However, information on the chantiel

status for each one of the frequencies thus excluded from sounding and probing is

still updated once every 5 to 8 minutes by measurements nerformed on the commun-

icationwaveform. Frequency switching is preceded by a "tone" of notification and

takes place even while communications go on, for the case in which the channel

deteriorates and another set of frequencies ts found more suitable for carrying

out the comm'unications.

The block diagram in Figure 16 has been worked out for Link Configuration 1

(two-way adaptive link) and illustrates the various functions of the two terminals of

the link. Here, one-way sounding and probing is achieved fron tle ttamster station

to the slave station. Acknowledgenient is from the slave to the niast,:r station.

Finp.ily, communication is a two-way exchange between the stations.
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Table 4. Sounding/Probing Scan Parameters

Midlatitude Path Transauroral Path

Band covered 3 MHz-30 MHz 3 MHz-30 MHz

Number of spot frequencies 1125 3375

Separation between two 24 KHz 8 KHz*

adjacent spot frequencies

Sounding scan time 100 seconds IG0 seconds

Rate of sounding scan one every one every
repetition 300 seccnds 480 seconds

Dwelling time per spot 88 millisec 47 millisec
frequency

Nom.inal bandwidth of 24 KHz 8 Kliz

sounding receiver

Width of sounding pulse 41.5 microsec 125 microsec

Pulse repetition frequency 100 pps 100 pps

Pulses per dwelling time 8 pulses 4 pulses

PRF duty cycle 10 3  1.25 102

Noise and ianterferencf, 53 millisec 4. n.,llisec
measurement's integration
time, for each spot
frequency

Overall noise and inter- 60 seconds 160 seconds
ference measurement
time

*This value is chosen because & Kliz is the bandwith of the signal wavefo-m

selected for the transauroral link. The path cohet nt bandwidth is only
666 Hz.

Midlatitude link

Step 1 - 100 seconds devoted to sounding operation.

Step 2 - 60 seconds devoted to measurement of noise and interference at
both terminals of the link.

Step 3 - 20 secons devoted to computations, taking into account the nef-d

of a, cumulattng at a single terminal (the slave station) the in.rma-

tion pertaining to noise and interference at both terminals. During
this step, the microprocessor at the slave station selects the frE -

quencies and designates them to the master station.
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Step 4 - 100 seconds devoted to channel probing, to be performed only at

the frequencies designated by Step 3.

Step 5 - 20 seconds devoted to computations, acknowledgement and informa-

tion exchange between the two terminals, in order to perform the

final selection of frequencies to be used in communications, by tak-

ing into account the data on multipath spread and Doppler spread,

Step 6 - The two terminals are now ready to initiate communications. The

frequencies finally adopted for communications are excluded from

next sounding/ probing cycle one every 300 seconds), although they

continue to be monitored by meaburements on the modulation wave-

form.

Transauroral bnk

Step 1 - 160 seconds

Step 2 - 160 seconds

Step 3 - 20 seconds

Step 4 - 120 seconds

Step 5 - 20 seconds

Step 6 - The two terminals are now ready to initiate com;nunications.

The sounding/probing cycle is repeated every 8 minutes (480 seconds).

Communications are therefore inhibited only in the first 300 (or 480 seconds)
of link operation. After this initial adaptive adjustments of the link's terminals,

any readjustment is perforraed without requiring a discantinvation of communica-

tionS.

'14 QixwOe Ihubing

The impor tance of time- nd frequency-dispersive effects in liF propagation
has been amply treated ia the literature and there is no doubt that such effects are

determining factors in the c nceptual design of an adaptive system. Channel prob-

ing is aimed at gathering inc.,mation on these effectq, after the. path sounding has

determined path losses and noi.,e plus interference levels at th 1 ava lable spectral
lines, and has identified the frequencies promising enough to be worthy of the

channel-probing effort. All these functions are slowly varying functions, so that

one sample every 5 to 8 minutes is adequate.

The measurement of multipath spread and of the Dotpler spread can be achieved
with a variety of methods, either based on the direct measurement of these two
quantities or on indirect measurements such as the ones based on the fact that, at

a given frequency, the reciprocal of the Doppler spread gives the e. m. wave-fading

period or that the reciprocal of the multipath spread, Pt a given instant in time,
gives the frequency interval within which car-iers .ade coherently. Because the
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amount of time required to process the information on the dispersive properties

of each channel is not trivial, we propose to perform these measurements only for

those frcquearcies for which path sounding has indicated acceptable path losses and

affordable noise and interference levels. Therefore channel probing has to follow,

in time, the sounding operation, as was illustrated in Section 2.3.

In the following sections we will review applicable measurement techniques.

2.4.1 MEASUREMENT TECHNIQUES OF TRANSMISSION
PARAMETERS

The measure of communication channels is important in digital communications
because high-speed digital data transmission requires considerable knowledge and
equalization of channel characteristics. Kailath3 pointed out that the problem of the

measurement of systom functions (see Section 2.2. 2. 6) of random time-variant

channels differs from the corresponding problem for time-variant channels in that,

even in the absence of noise, the random system functOn may be unmeasurable.

Kailath introduced a channel parameter called a "spread factor" as the measurability

criterion. This parameter is the product of Bmax , the maximum rate of variat.on

of the system in Hz, and Lmax, the maximum multipath upread of the channel in
seconds. According to Kailath, the system fwtcttons of a linear channel ,:annot be

measured it the "rectangular spread factor" of the channel, S1R (z Bmax Lmax) > I

and If no further information than Bmax: Lmax is known about the channel. How-
ever, he was careful to point out that additional channel knowledge would generally
allow exact channel measurement even though B..x LmAX > 1. Based upon the

disorete representations of the channel (Figure 9), corresponding to input-time and
output-bandwidth constraints, Bello 9 proposed the region of the r.on-zero delay-

Doppler occupancy pattern (Figure 10) being less than unity as the less stringent
measurability criterion. This new channel parameter is called the area spread

factor of the channel SA . Another method of evaluating the 'spread factor' of the
channel is to define the gpread factor -s the ratio of the bandwidth of the fast fluc-

tuations and the correlation bandwidth of the channel being measured. Fortunately
except for certain esoteric radio channels (for example, the orbital radio channels).

the spread factor is less than unity and thus the measurement techniques described

below a- e generally quite usefil.

These measurement techniques for a randrm dispersive channel are analyzed 7

in tlhree levels of increasing complexity:

1. The measurement of multipath spread and Dopper spread, and Doppler shift

and spectral skewness.
2. the measurement of second-order channel functions;

3. the measurement of instantaneous chunnel functions.
For the parameters in (1), measurement techniques used are based upon

differentiation, level-crossing and correlation. For (2), the techniqueo used are
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correlation technique, multitone technique, pulse-pair technique and the chirp
technique. For the measurement of the instantaneous valves of the channel func-
tions, the cross-correlation, multitone and pulse-pair techniques are used.

2.4.2 MEASUREMENT OF DOPPLER SPECTRUM
PARAMETERS

In this section, we will summarize the techniques of the real-tirt measure-
ment of the centroid, rms bandwidth and skewness of the Doppler spectrum of the

complex envelope of the narrowband process. Due to the Doppler spreading char-

acteristics of the channel, the received process is narrowband when a CW tone is
transmitted. The importance of the rms bandwidth (or second central moment ol

the spectrum) in signal design and In probabillty of error computations is well

known in the literature. In Appendix B, we have outlined the effect of centroid
(first moment) and the skewness of the spectrum on the probability of error com-

putations and the equivalent signal-to-noise ratio (S/N). Thiq S/N parameter is
important in evaluating the number of frequencies required in cot-.battlng the fading

and inter-symbol interference (see Section 2. 5). In that section, the probability of
error expression only accounts for the additive noise in the channel and neglects
the fading of the channel. However, we propose that by using the equivalent signal-
to-noise ratio in the probability-of-error expression, the fading effect of the chan-

nel can also be accounted for. Gupta i s has recently developed techniques to com-
pute the spectral moments of the complex envelope of the narrowband process.
The main results are summarized here:

"General expressions of the spectral moments of any order (specitically the

first Iunr) are derived by the author in the time domain and their derivations do not
require the computation of the power spectrum. In order to simplify the signal

processing of the spectral morner.' estimators, the author proposed a general class
of these estimators of an undistot ted complex envelope which are obtained f:on
one or both distorted quadrature components of the complex process. The com-

ponents are distorted by means of memryless nonlinear devices (MLNLD), such
as the hard-clipper. By making use of the previous restilts of Buesgang (cross-
correlatior theorem) and Van Vleck (arcsin law), interesting results are obtained.

For example, it is shown that odd (even) spectral moments of an undistorted com-
plex procss can be obta-ned when both quadrature components are distorted by
even (odd) MLNLD and that even (odd) moments cannot be obtained if both compo-
nents are hard-clipped (even-linearly rectified). However, the spectral moments
of any oroer can be computed in the time domain when only one of the two compo-
nents is distorted by arbitrary MLNLD."

15. Gupta, A. K. (1979) Dissertation abstract, IEEE Trans. Info. Theory, p. 760
November.
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Mathematically, if S(f) is the power spectrum of a received carrier, the cen-

tral spectral moments are defined as

f (f - M 1
)n S(f) df

m n - (21)

Slf) df

and the simple spectral moments Mn are obtained by replacing (f -l)n by In. It is

simple to obtain the relationship between n and mn. JI is called the centroid,

m2 and m3 are second and third central spectral moments respectively. Skewness

is defined by Gupta 1 5 as

m
3

sk = _M (22)

M2

If g(t) is the complex envelope of the received process and is given by g(t) o(t) +

jft(t), then for the case of undistorted components

w. ) (25)
a +2 ( p2)

and

2A 3w

xnl2 = 2"7 ande 3 : - 3"I"2 + 2ja1  . (26)

_ the rms bandwidth or Doppler spread (D) is given by twice %rm2 . o and B are a(t)

and (t) respectively, ".l" denotes differentiat~on and "( " denotes ensemble

averaging.The inphase and quadrature components (t) and/3(t) can be determined by

multiplying the received carrier by both a local carrier and a 90' shifted local
I carrier at the same frequency as the received carrier (or as near to the same

i frequency as possible) and then extracting the low-frequency components. Strictly
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speaing L(=4m9 ) and akewness (sk) are independent of centroid, and thus pre-

cise knowledge of the received carrier frequency is not necessary. However, as

the local carrier frequency departs from the received carrier frequency, the

extracted a(t) and P(t) increase in bandwidth, necessitating larger bandwidth filters

and passing more notse. Thus, from the point of view of maximizing signal-to-

noise ratio, it is desirable to keep the local carrier frequency as near as possible

to the received signal frequency.

We consider now a simpler technique for the measurement of Doppler spread

that uses only the envelope or, more generally, any well-behaved nonlinear function

of the envelope of the received carrier. For the technique proposed to be strictly
correct, it is necessary to assume that the transmission of a carrier results in

the reception of a narrowband Gaussian process. However, slight departures from

Gausslanity should not affect the measured parameter significantly.

It is demonstrated7 that If e(t) is some nonlinear fuction (K) of the envelope
a22 + 9 of the received carrier, the rms Dcnpler spread is then given by

D jO (27)

where a is a constant dependent upon the nonlinear device and is riven by

r dk(r) 2

2 re r[ j dr0 (28)
e-r 2 r1fe k (r) dr

0

In the case of a linear envelope detector l/f2 and for a square-law detector

a = 1. The formation of the derivatives of the enveiope from the sampled data
requires some care. In Bello, 16 some attention ias been given to this problem.

Fading rates have also been determined by ni,!asuring the average number of
times/unit time the envelope of the received carrier crossed a sp, cified level.

Rice (see ref. in Bello?) has shown that for a narrowband Gaussian process the

number of times (n) the envelope crosses a lf:vel R is simply related to a rms
bandwidth measure. If the level is the rms of the envelope, then

n = eD. (29)

16. Bello, P.A. (1965) On the rms bandwidth of non-linearly envelope detected
narrowband Gaussian noise, IEEE Trans. on Info. Theory, pp. 236-239.
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Another approach is to compute the zero crossings of the inphase (or quadrature)

component of the narrowband Gaussian process. If m is the number of zero cross-

ings then

m = D . (30)

Various methods of estimating centroid, skewness, and Doppler spread are dis-

cussed by Gupta. 15

2.4.3 MULTIPATH SPREAD MEASUREMENTS

The multipath spread parameter is a measure of the dispersion in path delays
suffered by a process propagated through a random channel (see Figures 3, 7 and
8). If Q(W) is the delay power spectrum which describes the distribution of power

in the various path delays, the rms multipath spread is given by (similar to

Eqs. (21) and (26))

M = 2 (31)

f Q(E)

where

ft Q(Q) d
MI fQ(J) (32)

is the centroid of Q(Q) (similar to in Eq. (21)). Although the following analysis

does not differentiate the discrete scattering function (Figure 7) and continuous
scattering function (Figure 8). the future woek will develop new methods of defin-
ing multipath spread in two different situations.

From a strictly mathematical point of view, the multipath-spread measure-
ment problem is entirely analogous (dual) to the Doppler-spread measurement

problem. The function Q(Q) is the "power spectrum" of the instantaneous channel

transfer function G(f). Thus, if a very narrow pulse of spectrum 1i(f) is trans-

mitted, W(f) the complex amplitude spectrum of the received transient is found to be

W(f) = (D G(f) . (33)

If H(f) is chosen to be essentially constant over a band of frequencies sufficient-

ly large compared to the correlation bandwidth, then sufficient values of G(f) can

be determined from W(f) to perform frequency-donain averaging. If simitlar to

42



g(t), one defines G(f) as G(f) = a(f) + jo(f), then one obtains 15 from Eqs. (24) and

(26) that

1 (!k)2 + (~) d8 2af dO M df 2

M 2 = { 2lf) + 2 M fa2 M + 2 2(f('4

where "{ }" denotes frequency-domain averaging similar to the relationships in

Eqs. (23) through (25). The authors of this report point out that M2 can also be

simplified to

/ {(a)} {2f)) 2dada 2 2

M - 1. {(f)} a(f)

where E(f) ,L rfunctio K( 2  of the frequency squared

envelope.

Similar to Eqs. (29) and (30), multtpath spread can also be obtained, from (by

using time-frequency duality) the average number of times per hertz the transfer

function envelope G() crosses its rms value and from the number of times per

hertz the real or imaginary part of the channel-transfer fWnction crosses zero.

2.4.4 SIMULTANEOUS MEASUREMENTS OF DOPPLER
SPREAD AND MULTIPATH SPREAD

In earlier sections, techniques for the instantaneous measurement of Doppler

and rnultipath spread, which require either the extraction of complex envelopes or

eavelopes of the received carriers. In this section, we will simultaneously meas-

ure both the parameters from the envelopes of the received carriers. FM and SSB
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(single sideband) techniques have been discussed in Bello. 17 In this section we

will discuss the SSB technique only.

In the SSB technique two carriers separated by F Hz are transmitted. Letting

the received detected envelopes be represented as Dt (f + F) and Et(f), the normal-

ized difference in Eq. (36) is

dEt(f) Ef(f + F) - E(f)
d- F (37)

where subscript 't' denotes that E(f) is also function of time. Assuming stationary
scatter statistics, time and frequency averaging can be interchanged. Thus in

Eq. (36)

d(f + F) - / (38)

Figure 17 shows the block diagram implementation of Eqs. (27) and (36) with

Eq. (38) using the SSB technique. Note M2 and D are simultaneously measured.

RECEIVED
CARRIER ENVELOPE Lf 4A (S )

" MULT WFATH
S PREAD

RECEIVED

CARRIER ENVELOPE| _LOW PASSi,

"--1 SPREAD

OFE ft'SQUJARE AVERAGE D

Figure 17. Simultaneous Measurement of Doppler Spread and Multipath Spread
Using Envelopes Only by the SSB Technique

17. Bello, P.A. (1965) Some techniques for the instantaneous real-time measure-
ment of multipath and Doppler spreads, IEEE Trans. on Comm. Tech.,
Vol. 13, No. 3, pp. 155-192.
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2.4.5 MULTIPATH MEASUREMENTS

2.4.5.1 Incoherent Pulse Probe

A suitable signal for eitir ,ating the delay power spectrum Q(9) is a short

pulse of width , which is .,arrow compared with the characteristic variations in

Q(9). Consider the signal,

z(t) p(t)

0 Itl > a/2
p(t)

1 1Itt :5 /2

a! mode width (for example, 5 jsec) (39)

An estimate can be formed by square-law detecting the observed process and sub-

tracting off a noise bias. Thus, for the response to one of the pulses in the train

we have

Q(t) a Ir(t)12 -I n(t 1 2

VAf g(f) p(t - ) dC 4- n(t) 12  a 0 n (40)

The properties of this estimator can be listed as follows:

Mean

Q(t) = A ffg(C) p(t - C1) g*(9 2 ) p(t - 12) df 1 df 2 * In(t)12 - n

- A fQ( )I p(t - C)j 2 dC

a EQ(t) (41)

where

E is the equivalent pulse energy, that is,

F Af Ipit)12 dt - Aa

Thus, Q(t) will be a filtered version of the true function if enough averaging is

carried out. The resolution is deterr' ed by the signal properties, so that the
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pulse width must be narrower than the mode widths of Q(9) to give an adequate

estimate.

Variance

Since r(t) is a complex Gaussian process,

lr(t)14 H2OIr(c2J2

Thus,

Var ( t)) -Ir(t)1 2  - 1 2 1 12
n

r(t)14  - 29, Ir, l) + cy' " ( 1

2lE4(t) + Cy] - 2o [(EA(t) + a + a2 2(E~t)]2

(Eit)J2 + 2anEW(t) + a2 (42)nT

The ratio of standard deviation to mean is

a. d. ( E) [EQM + (i]

mean ((())

1 , (43)
Eg)

It is a simple matter to show that when Neq independent "snapshots" of the

channel response are processed in this way and averaged by overlappirg, the ratio

of standard deviation to mean is reduced by l/,eqN that is,

d. dev. - 1 %
mean , [Neq  EA(
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For a required ratio of 0. 2 this implies

N A. 2 1 + a n

* eq= (.0)2

- 25 1 +

2t 25

Note that even in the absence of noise there is a basic limitation to the attain-

able accuracy for a given measurement time. The maximum number of independent

pulse responses which can be obtained in I minute is

Neq 60/ BI Btot Doppler spread (44)

60

The ratio of standard deviation to mean for this zero-noise case is found to be:

s.dev. (4(4)) 1 1 (45)

mean A eq

0. 13

In the next few sections, which include additive-noise calculations, a performance

index p will be used, where

a((
p a +-±-. (46)

Examples

Consider a multimodal form for M(f) with M equal energy mches of width 1
(see Figure 13). Then

(for e.ach mode) (47)

0
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Since

f Q(9) df I

d I+

I [ 1 +M O ] (48)

AL

Because the noise level varies with frequency and several different multpath

atructurea arp expected, it will be necessary to consider several sets of param-

eters.

Some allowance must be made for accurate measurement of the low-level

detail ofM), so that this single pulse scheme appears unsuitable because of low

signal-to-noise properties.

2.4. 5.2 Cohereut Proc'sslng Using a Coded Sequence

An alternative estimate scheme follows tf coherent processing can be carried

out at the receiver. Let z(t) be a pseudo-random sequence of period T which is

used to phase modulate the carrier (bit length - &).

When the sequence is periodic it can be assumed to have the following useful

t property

f zltl z*(t dt 6(,1)1(49)
0

with

O(o) T 0

+1oi I"I > A,
rN
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where

N = sequence length

=- T/A

2 n (51)

and O(o) is the energy in one period

However, we are interested in transmitting only a single period before switch-

ing to a different channel. Thus, for a particular channel

(0 0 ' t>T
zo0lt) C (32)

z(t) otherwise

The autocorrelation for this aperiodic z0 (t) sequene has been shown to have

properties similar to those for a periodic sequence, that is,

00

T) f zo(t) z (t - T) dt

0 (0) 0

) (53)
%(0) ITI -
,rN

We now consider an estimate of the form

2

Q(T') 0f r(t) zo (t -)dt -b (54)

-00

b is a bias term which will be discusEed subsequently. Then
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00

Q )(. A g()Zo(t - ) g*(@) Z *(t - r) dR dt

00

00 2

+ f n(t)z oM(t -) dt -b

CO

SA f Q1OO1(,o1- 9 d 5s

-CO- 00

n  0

b a f n(t)z*(t - r) fit

00

0n
V Iz 0*(t - ) I dt

wh AOn:o:O) (56)

where b has been chosen so that the second term in the expression above is re-
moved. Using the relationvhipp, of Eqs. (55) and (53) it can be seen that

~()=A fQ(tUI# 0 (T C)12 d

SAfQ(g)Ip( - ) 2 dC + C0

SAA 2 0)( 0+ (57)

where C is a bias term d".l to the sidelobe structire of 1 0 , and Ip(T)1
2 rep-

resents TO,)2 in the viciihay of the origin (that is, for ITl < A).
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4(g) as It is defined above is the convolution of Q(9) with a pulse of unit area,

so that this notation is consistent with prevwou, analysis. The bias term C0 can be

bounded using Eq. (53).

A 2 10)

N fQ(9) d9

AO 2(0)
- (58)

N

For a true function W(g) with modes of height,

1 (59)

WE

the ratio of the average measured mode height to the bias Co will be of the o, der,

9(7) A4 2 (0)/ML0

0 A-2()/N

(NA/Ml. o ) (601

The worst bias effects will occur when AMT) is spread, so that the modes are of

low magnitude.

Finally, it should be observed that although it is theo, otically possible to re-

move this bias by subtraction, since it appears to depend only on kruown paramete s.

in practice the bias will be a function of T because of variations in the sidelobc

structure of M.

Variance

Var [Q(I 2 fr(t)zo*t - ) dt 2 + b2  IQI 2 (61)
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Denote

R Ifr~t0z 0*(t - 9) dt 2(62)

Then

Var[l)(0) 2f2(g) - 2bf(g) +b

with +h b)elb bia neglected.+ b

W) +b (63)

I~ An0 O)WO)

This equoxation afeaclyow them sa (or ) asnEq (4) exctth the eq ialeted

eegistnwanred deto c4(4))th oedsqenehas
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a0

E A f I z(t)I 2 dt
-00

" AT (66)

Note that in computing, the CW power output of the transmitter must be used,
rather the peak power.

2.4.5.3 IMPLEMENI ATION

The integral of Eq. (54) can be implemented by multiplying the original se-
quence. which can be generated using phase-reversal keying thus implying tnat
z(t) is real, against thc. inphase and quadrature components of the received wave-

form. This is followed by a square-law detector (or possibly linear detection)
and an integrate and dump procedure using a low-pass filter with a time constant
greater than T. To implement the scheme for a set oft. values requires parallel
processing and possibly the use of a tapped delay line. The number of taps depends
on the product of the signal banowidth and the range of delay (r) to be observed.
Figures 18 to 22 indicate the basic structure of the receiver and of the transmitter.
Not included is the logic requirrd to switch through the set of frequencies to be
measured.

2.4. 5.4 Doppler Spectrum Measurements

The Doppler-spreading characteristics of the channel are best observed using
a CW source. However. the fading rate is relatively low, so that efficient Doppler
measurements on a set of chinnels requires the use of a sequential sampling
approach. Earlier in this report, it was noted that individual channels had to be
probed periodically at intervals of To tT 0 1/Btot) to give useful estimates. By
probing at a faster rate than required (To < I/Btot), information is obtained that is
redundant in terms of the delay power spectrum estimate (or signal level) but which
may be useful for Doppler-spectrum estimation.

Consider the sequence of outputs {f(nT o ) I obtained when Eq. (54) is impie-
m* nted. For a particular ,

f(nT o ) Q (nT (T) (estimate at nTo ) (67)
0
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Then it can be shown that if the sidelobe interference is neglected,

f(nTo) 0 g(nToo T) 12 (68)

Thus, any spectral information obtained from this sequence will relate to the

shape of the scattering function for this particular delay T.

Because of the inherently higher signal-to-noise ratio, it appears that the
latter sequence (using simple on-off pulses) offers the best alternative for spec-
trum analysis. In addition, the total scan time T required to probe all channels0

once is significantly less than for the wideband coded-sequence measurement, thus
providing a higher sampling rate and less danger of allasing effects.

It should be noted that the phase Instability of the transmitter oscillator over
time intervals of order T necessitates the use of an incoherent Doppler measure-

ment. If phase coherence of the oscillator could be assumed, then in-phase and

quadrature components generated at each T seconds would be used to get the
spectral properties directly.

2.4.6 MEASUREMENT OF INSTANTANEOUS IMPULSE
RESPONSE

In this section, we discuss the measurement of the instantaneous values of the
impulse response of a continuous multipath channel 1 7 when a periodic train of

identically shaped pulses are transmitted. The time duration of the typical pulse

is chosen small enough to provide the required resolution to characterize the
channel for signals of a specified bandwidth and should ulso be less tha the
reciprocal of the Doppler spread. The pulse duration should also be greater than
the sum of the channel-impulse response and the transmitted pulse, so as to allow

a typical pulse response to become very small before a new pulse arrives.
If the complex envelope of the impulse response of the channel is denoted by

g(t, 9) and the additive noise by n(t), then the complex envelope of the received

process is given by

w(t) : f p(t - kT - ) g(t, 9) d9 + n(t) (69)
k f

where p(t) denotes the complex envelope of the typical transmitted pulse. To charac-
terize a channel for use with a signal of bandwidth W, it is only necessary to meas-

ure a smeared g(t, 9), g(t, 9) corresponding to the channel response for a pulse p(t)

whose spectrum is flat over the bandwidth W, that is,

* ~,n) f p(n - ) g(t, 9) d9 (70)
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If the received process w(t) in Eq. (69) is sampled with the periodic impulse
train of complex envelope T = E 6(t - - k - T), then sampled w(t) is given by

Tw(t)E6(t - - kT) T 6(t - - kT) g(t, n) + T,6(t - kT) Y(t) . (71)

Thus, the signal component in the complex sampled version of the received process

is a sampled version of the desired impulse response. Complex low-pass filtering

will then recover the desired impulse response. It is shown in Bello8 that for a

small spread factor of the channel, the impulse response can be measured with a

fairly low signal-to-noise ratio of the received r. f. signal.

Another method of measuring the impulse response of the channel is the well-

known cross-correlation technique which involves a computation of the short-time

cross-correlation function between the output of the channel and the input of the

channel. The averaging time is adjusted to be long compared to the time constant

of the transmitted probing signal but short compared to the fading-time constant of

the channel. To form the short-time cross-correlation function, the received

signal is multiplied by a shifted replica of the conjugate of the transmitted signal.

The desired channel information is then extracted by filtering the product, using a

bandwidth equal to the fading bandwidth.

If the multipath structure of the channel is either discrete, or for all practical

purposes, may be regarded as discrete for the class of input-band limited signals

for which the channel is to be characterized, the impulse response of such a chan-

nel can also be measured by the above-mentioned techniques. If a train of short

pulses, short enough to resolve the individual contributions of the discrete paths,

is transmitted, the receiver matches the received process by a shifted trans-

mitted pulse train. An integrator notes at which values of shift the maximum out-

puts occur, and thus determines the set of discrete delays. Once these are deter-

mined, the separate paths can be extracted. Similar to the continuous delay case,

the disc..efe paths can also be estimated by the cross-correlation technique.

2.4.7 MULTITONE MEASUREMENT OF THE TIME-
VARIANT TRANSFER FUNCTION

The transfer function of the channel can be constructed from frequency-domain

samples. A probing signal consisting of tones spaced 0l11 z apart are transmitted

and are later extracted from the corresponding received fading tones. The tone
spacing should be greater than the Doppler spread to obtain spectrally non-over-
lapping adjacent tones. The tone spacing shuld also be less than the reciprocal

of the multipath spread.
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2. 4.8 MEASUREMENT OF CHANNEL-CORRELATION
FUNCTIONS

In Section 2. 2. 2, we outlined three channel-correlation functions: tap-gain

correlation function R(9, T); scattering function STd, fd)' and time-frequency corre-

lation function R(fQ,r). If the channel is represented as a WSSUS channel, then the

purpose of most channel-probing techniques is to measure one or more of these

three channel-correlation functions and associated parameters. These probing

techniques are designed to measure the average fading dispersive characteristics

of a link. In this section, we discuss four channel-probing techniques, namely the

correlation technique, the multitone technique, the chirp technique and the pulse-

pair technique. It has been shown in Bello7 that all these techniques yield essen-

tially the same performance when the measurement error is minimized for a

given transmitted energy. The ratio of the square of the maximum value of the

chaiunel-correlatlor, function to the mean-square error in the measurement of that

channel-correlation function is given for all techniques by the ratio of the average

received signal energy and four times the product of the r. f. bandwidth, one-sided

noise power density and the channel multipath spread. The measurement times

are comparable for the correlation, multitone and the pulse-pair techniques. For

the chirp technique, the measurement time is greater by a factor equal roughly to

the product of the r. f. bandwidth and the multipath spread.

The Correlation Technique: The correlation technique for the measurement of

the tap-gain correlation function R(Q, T) or of the scattering function S(Td0 fd ) was

originally proposed by Kailath (see Ref. in Bello 7) and analyzed by Gallagher

(see Ref. in Bello7 ). This technique involves the transmission of a sounding sig-

nal with an autocorrelation function narrow enough to resolve the multipoth struc-

tures, for example a pseudo-random sequence of appropt late length. At the

receiver, the received waveform is multiplied by a shifted replica of the probing

signal at an offset frequency and the difference frequency component is extracted.

The autocorrelation function of this extracted component in the variable r yields

the estimate of R(, T). Let x(t) be the sounding signal and y(t) be the channel out-

put, then

Est(R( . )] CO fdt x(t - ')y*(t)I[x* (t + - 'r) y(t + g)] (72)

and

y(t) = f x(t - T,) g(t, T') dT1 (73)

where C is a constant.
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The Multitone Technique: The multitone technique 7 is used to estimate the

channel time-frequency correlation function R(f2, T) by the direct determination of

the cross-correlation function between many received tones spaced apart in fre-

quency. The tone spacing should be larger than the Doppler spread and the receiver

filter bandwidth.

If H(jw, t) is the complex envelope of the received tone, then an estimate of

the cross-correlation function between processes corresponding to tones trans-

mitted at frequencies f and f + Q Hz from the carrier frequency is given by

T/2

Est[R(SI, 1)] H (jw , t -rv/2) H (jw + JQ, t + T/2) dt. (74)
-T/2

The Chirp Technique: This technique, suggested by Gallagher (ref. in Bello 8 ),

measures the channel time-frequency correlation function R(Q, T). This technique

involves the transmission of pulses whose frequency varies linearly with time,

that is, a sequence of chirp pulses with different frequency slopes. Each received

chirp pulse of a given slope is multiplied by a replica generated at the receiver

but offset in frequency and the difference frequency component is extracted. The

autocorrelation function of this component provides an estimate of fl(fn, T) in the

form of R((37, T) where 0 is the slope in Hz per second for the chirr pulse x(t, 0).
Let

T 1

x(t.0) = exp [j fft 2 1 it < -- (75)

where T1 the pulse duration, is chosen to exceed the integration time T and T must

be very much larger than the correlation time of the fading. It is known that fad-

ing-correlation time is larger than the path delay. Therefore the estimate of

R(,8T, 7) provided by tht chirp-pulse technique is gi en by

T/2
Est [R(Ot)] 1 x (t - T/2,0) y* (t - T/2) x* (t + T/2,13) y(t + 7/2) dt

-T/2

(76)

where y(t) is received complex envelope given by

y(,) f x (t - g) g(t, ) dg (77)
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The Pulse-Pair Technique: In the pulse-train probing technique, the tap-gain
correlation function R(g, T) is measured by transmitting a sequence (N) of pulse

pairs. The separation 'T between the members of a pair is chosen larger than the

duration of received pulse and the location of the pulse pair is sufficiently sepa-

rated so that the received signal consists of a distinguishable set of N pulse pairs.

The earlier member of the received pair is delayed by r seconds and multiplied by

the conjugate of the later member. From the resulting pulse train, it has been

shown in Bello 7 that the tap-gain correlation function can be obtained.

2.5 Discussion of Diversity and Adaptivity

In this report we consider two cases of propagation paths, one characterized

by a multipath spread L = 100 microsec, Doppler spread B = 0. 1 Hz and path

losses 130 dB (correspondent to a midlatitude link) and another characterized by

multipath spread L = 1500 microsec, Doppler spread B 1 10 Hz and path losses

150 dB to 165 dB (correspondent to a transauroral link). We call the first Case I

and the second Case II. In both cases, we have assumed that noise and interfer-

ence reach overall levels of +30 dB and +45 dB above KTB.

2The diversity situation is very different in the two cases. In Case I, the basic

diversity cell is a rectangle of size

X 3 = 10 4 1lzX10 sec

This means that at a given frequency the fading envelope is correlated for a time

interval of 10 seconds, while two frequencies simultaneously emitted are correlated

(fading-wise) if their separation is equal to, or less than 10 KHz. In Case II, the

cell size is 667 Hz X 10 " 1 sec. To achieve diversity, the signa)'s waveform must

occupy more than one elementary cell in the diversity grid. This cannot be

achieved by lengthening the duration of the waveform (it would not be practical to

nmake the length of a bit several seconds); the only approach available is to choose

the spectrum of the radiated waveform to be larger than lL.
18By following Kennedy and Lebow we can see in detail how to achieve the

required diversity in order to assure an error rate less than a prescribed maxi-

mum, for the desired data rate.

To start with, we use FSK modulation. We will extend this analysis to MFSK

in a later section of this report. We alI, -ksv-ne that the two transmitted FSK

signals (mark and space) are composed of n chips, arranged either in time

18. Kennedy, R.S. and Lebow, 1. L. (1964) Signal desigr for dispersive channels,

IEEE Spectrum, Vol. 1, pp. 231-237.

61



sequence, in parallel, or in some arbitrary series-parallel combination. Let E

be the total energy received in all n chips. We also assume that the time-band-

width product for the radiated waveform is TW = 1. The diversity per chip Z is

given by the expressions contained in Table 5. If the mark (space) contains n chips,

the total signal diversity is Zn.

Table 5. Expressions to be Used in the
Computation of the Diversity Z

If Then

BT< 1 and LW < 1 Z = l

BT< I and LW>1 Z = LW

BT> 1 and LW< 1 Z- =BT

BT> I and LW> 1 Z = BL

In the case of a binary alphabet, the probability of error is computed by using

the following expression (also plotted in Figure 23)

1 E A(y)
P Lx 0.2e 2N 0  (78)e

where N is the noise-power density (watts/Hz) and the efficiency function A(y) is

plotted in Figure 24. The minimum for the probability of error occurs when the

function A(y) is at a maximum. From Figure 24, we notice that a broad maximum

for A(y) is occurring when y -5 0.35. The corresponding value of A(y) is

A (y) - 0.3.

By making use of the analytical approach illustrated above, let's evaluate how

much diversity we need to counteract fading in the case of a binary signalling

scheme meant to achieve a data rate R = 24 Kilobits/sec with an error rate 10 " .

We assume first to be in Case I path (L 100 microsec, P = 0. 1 Iz, path losses

130 dB).

From Figure 2S, in order to achieve P0  0- 4, we must have E/N 0 A(y) s 14.

With the best choice for y (y -5 0.35) we know that A(y) 0.3. Therefore, we

require

E(0. 3) s! 14 55(9
N N

0 -0 (79)
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Figure 23. Probability of Error Figure 24. Efficiency Function
P A (y)

Because, since

y Z.n 0.35 (80)
E/No

we conclude that we need

Zn = 0.35 X 55 - 20 (81)

as total signal-waveform diversity. In order to find out how many chips we need,

we must obtain from other considerations Z (diversity per chip).
In order to find Z we must determine the products BT and LW, so that we can

enter Table 5 and choose the correct expression for Z. We have

R = 24l Kilobit/sec and therefore T = 41. 5 microsec (82)

This is the length of the mark (and of the space) and the bandwidth that the wave-

form. requires is

W= = 24 Klz . (83)T

We are now in a position to compute BT and LW:

BT =0. 1 X41.5 X 10"6 < 1 (84)
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51
LW = 10X 24 X 10 > 1 (85)

Therefore from Table 5, we have that Z LW and consequently, Z 2. 4. Because

then the required total waveform diversity is Zn 20, we derive immediately how

many chips we need

20
n = - 0 9 (86)

This diversity, required to counteract fading, can be achieved for instance by

signalling simultaneously on nine carriers, each with a 24-KHz bandwidth. Min-

imum required separation between two adjacent carriers is W + B L 24 KHz.

Counteracting fading is not, however, the only problem that we have to solve

in order to reliably transmit our 24 Kilobit/sec data rate. In fact, our basic bit

length is 41. 5 microsec, while the time spread of the channel is 100 microseconds.

Therefore, we cannot continue to signal in a certain channel, after the transmis-

sion of a bit, for at least 100 microseconds counted from bit's end, or 141. 5

microseconds from bit's beginning. Consequently, we need a number of groups of

frequencies (each with nine lines) as computed with the formula

T + L 100- 4(7

We have now all the inputs required to make an estimate of the total bandwidth

occupancy required by the link, as well as the equipment complexity:

Total bandwidth occupancy:

2 X 9 X 4 X 24 Kgz 1.728 MHz

mark carriers groups bandwidth
& per per

space group carrier

Total number of carriers used: 2 X 9 X 4 = 72.

The above figures apply to simplex communications and must be multiplied by
2 to achieve duplex connection.

In order now to complete the conceptual system design, we must perform an

estimate of the required transmitter power. To do this, we compute first the
expected noise and interference level in reception. As mentioned in previous
sections, we have adopted at HF two values for this level: +30 dB and +45 dB above

KTB. Therefore, for the first alternative, we have
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No = 10 3 (KT) 10 3 1.38 1023 3 102 4.14 10-18 watts/Hiz (88)

The required signal energy is therefore

E = 55 No = 2.28 10 1 6 joules (89)

Consequently, the required signal power is

E 1-2
Pr =  =5.48 10 watts . (90)

Because the path losses for Case I are 130 dB, inclusive of antenna gains, the

transmitter must have a power level

P T = 10  Pr = 55 watts . (91)

Under the assumption that noise and interference n;nount to +45 dB above KTB, the
required level of transmitter power is

PT = 1.74 K watt . (92)

We have to see now how the situation changee when the propagation path becomes

the one of Case I1 (L = 1500 microsec, B = 10 117, path losses 150 dB to 165 dB).

These are typical conditions foi transauroral propagation. The diversity conditions

change radically. We now have

BT =10 41.5 10 - 6 < I
(93)

LW = 1, 10 " 24 103 , !

and the chip diversity is now Z LW 24 1. 5 36. Table 6 illustrates the trans-

mitter power requirementc,, in this case.

Because the total diversity requirement for the waveform is Z n = 20, a single

chip (n = 1) is more than eiough. The number of carriers per group is decreased,

when going 1,rom Case I to Case II, from 9 to 1; however, there is a severe deteri-

oration in the situation of inter-symbol interference. In fact, we need now a much

larger number of ,roups:
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Table 6. Transmitter Power Requirements in Transauroral
Paths for Binary Waveforms

Noise and Interference Required Transmitter
Path Losses Level Power

150 dB +30 dB above KTB 5.5 K watts
+45 dB above KTB 1"4 K watts

+30 dB above KTB 174 K watts
165 dB +45 dB above KTB i 5. 5 M watts

T+L - + 1500 (94)

This is because we must wait 1500 microsec from the end of a certain bit before

being able to go back to signal in the same channel.

The estimate of total bandwidth occupancy and of equipment complexity now

yields:

Total bandwidth occupancy:

2 x I X 38 X 24 KUz 1.82 Mllz

mark carriers groups bandwidth
& per per

space group carrier

Total number of carriers used: 2 X 1 X 38 - 76

Not withstanding the large differences between Case I and Case II. as far as

the diversity condition is concerned, there is a close similarity between the two

cases in terms of total bandwidth occupancy and total number of carriers used.

Actually, this is not totally untxpected because going from a path with little timr

spread to one with large multipath spread, %c gain in terms of protection against

fading (fur a given waveform), but we lose in terms of inter-symbol interfercnce.

These results give a clear indication how the adaptivity of the system could

work. If we have available for instance 76 spectral lines in the 11F band, each wi:h

a bandwidth of 24 KFlz, we could arrange 72 of them into four groups of nine car-

Hers when the path is Case I type or %% - could use all 76 of them (11) in, 38 groups,

each with a single cat rir. This adaptive adjustment to path conditLons could be

made based on the resultb uf path sounding, channel probing, as well as on the
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basis of noise and interference measurements performed for each frequency in

use. A control unit would use this information to decide on the best possible

arrangements of frequencies and groups, for local use at the terminal ,here these

deterrainations are made and for transmission to the other terminal, to adapt the

parameters of both station equipments to the conditions of the path.

2.6 The Use of M.ary Codes

A substantial improvement in the link's performance can be obtained by using

M-ary codes. When the FSK modulation is used, the corresponding approach is

called MFSK. With these codes, it is possible in principle to transmit more

information through the channel per unit time. The M-ary waveform considered

by us consists in the transmission of one out of M frequencies, equally likely, so

that the number of bits thus transmitted is log 2 M. It would be log 2 2 = 1 if the

transmission were by binary alphabet.

In our study, we have considered a code with M = 8. The adoption of this code

makes it possible to achieve a data rate of '' Kilobit/sec with a pulse length

T = 41. 5 X log, 8 = 125 microsec, corresponng to a bandwidth W = 8 K-z. With

M-ary codes, the probability of error is worse than for the binary case. In fact

,k-1
P bit. M ' (M - 1) Pbit, Binary (95)

where k = log2 M.

If we want to keep P bit, M 10 - as in the binary case, we must have, for

M =8
M0- -- 5

= 1 "4 2.5 10 - 5  (96)
Pbit, Binary 4"-

From Figure 23, we have that this probability of error (binary-equivalent) is

obtainable with E/N A(y) = 17. The optimum binary-equivalent E/N ratio occurs

for A(y) = 0. 3 and can be derived from the usual equation

Zn -0.35
E/No

We obtain

E/N Z n 20
= .3 5 0 .3-- 5-; 57 .6(9 7)
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The diversity Z per chip can be computed as follows

":ase I

LW 0.8 < 1

(98)
BT 125 10"7 < 1

therefore, Z = 1

Case II

LW 1.5 10 3 8 10= 12 > 1

(99)

BT =125 10-6 10 = 12.5 10"4 < 1

therefore, Z = LW = 12.

We conclud. that in Case I, because the required total diversity is Z n 20,

we need only 2C carriers, each with a bandwidth of 8 KHz. In Case I, a total of

two carriers Is more than enough to counteract path fading. In order to counteract

inter-symbol interference, the number of groups that we require can be estimated

as follows

Case I

r+ ! 100r 1 + 10 - 2 (100)

Case It

T+L 1 + 1500 13 (101)T125-

We have now all the elements to make an estimate of the tQ~tal bandwidth occupancy

required by the MFSK (with M = 8) link, as well as of the equipment complexity

Case I -Total bandwidth occupancy (for- simplex)I 2 X 8 X 20 X 2 X 8 KIz 5.12 Mflz

mark M-ary carriers groups baadwidthii & Code per per
space group carrier

Total number of carriers used: 2 X 8 X" 20 X 2 640 (for simplex)
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Case II -Total bandwidth occupancy (for simplex)

2 X 8 X 2 X 13 X 8 KHz =3.33 vIMHz

mark M. ary carriers groups bandwidth
& Code per per

space group carrier

Total number of carriers used: 2 X 8 X 2 X 13 = 416 (for simplex)

Concerning then the chip energy, we point out that in the M-ary codes the time
duration of the chip is bg 2 l longer than in the bihary case. Therefore, we need

only

E 57E -T- 19 (102)
o

Because we have for N

NO  4. 14 10 1l8 watts/lz (+30 dB above K(T)

or (103)

No  1.31 1 0 - 16 watts/Hz (+45 dB above 'r)

zhe required signal energy levels are respectively

E 8.36 10 1 7 joules

or (104)

E = 2.5 10 " 15 joules

The required levels of transmitter power are given in Table 7. It can be seen
that there is a factor of almost 10 improvement with respect to the binary-system

approach, at the expense of bandwidth occupancy and equipment complexity.

The power densities (watts/Iz) radiated by the proposed M-ary coded emis-

sions are given in the fourth column of Table 7. The equivalent power of a trans-

mitter that wouid generate equal power density in a 3-KHz voice channel is given

in the fifth column of the same table. These levels are relatively low, with the

exception of the one on the last line. We have also to point out that our transmitter

would be even less bothersome because the emissions would not stay consistently

on the same frequencies, but would wander around to follow the adaptivity instruc-

tions generated by the microprocessors and control logics.
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Table 7. Transmitter Power Requirements in HF Paths for M-ary
Transmission With M 8

Noise and Required Radiated Equivalent

Interference Transmitter Power Power in aPath Losses Level Power Density 3-KIlz Channel

Midlatitude

Path
+30 dB above KTB 6.67 watts 1.3 10 " 6 watts 4 illiwatts

130 dB +45 dB above KTB 211 watts 4.11 10 "5' 11-  123 milliwatts

Transauroral
Path

150 dB +30 d1D above K'IB 667 watts 2.4 10- 4 watts 0. 6 watts
+45 dB above KTB 2 1. 1 Kwatts 6.34 10"-3 "- iz 19 watts

165 dB 30 (113 'bove KTB 21. 1 Kwatts 6.34 10- 3  19 watts
+45 dD above KT13 667 K watts 2 10- 1  600 watts

Note: Pulsewidth - 125 microsec

2.7 Non.Adapive Oue.Way Link for iforntation 'i'ransfer Without
Feed-I 'k Acknowledgenient

There are cases in which it is neither operationally possible nor advisable to
establish a two-way link with feed-back acknowledgemnent pruvisiuns between two
terminals. In such cases, adaptivity cannot be embodied into the system and a

substantial decrease of communications reliability may result. This is the case
that was called Type B Link in Section 2. 1.

The way that this case is handled traditionally is to repeat the message on
several frequencies. We present in this section an alternative method based on
the use of M-ary transmission with a large value of M. Because we have already
introduced the M-ary transmission method in Section 2. 6 and in Appendix A, we
limit ourselves here to a numerical example.

We assume 0o have M = 64 and we still keep the desired data rate at 24 Kilobit/
see and the specified error rate at 10- 4 . Pulse length is now T = 41. 5. log 2 64
249 microsec, that corresponds to a bandwidth of 4 KIIz.

We use the same equation Fur the probability of error that was used in Section
2.6

2 k-1

Pbit, AI 2  (M- 1) Pbit, binary (105)
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where, as usual, k log 2 M. In our case we have therefore that k 6, and

P bit, binary 12 3 10 -  (106)

K. The function Pbit, binary is related to the E/N ° ratio by the formula

Pbt, binary Pe =0.2 exp y - (E/N O) A(y) (107)

where the symbols have the same meaning as indicated in Section 2. 5.

From the formula above, we obtain, by adopting as usual A(y) 0. 3

E/N o  73.77 (108)

Therefore, Z n = 0. 35 E/N °  26. For the midlatitude path (Case I), Z I (be-

cause LW < 1 and BT < 1), hence n - 26. For the transauroral path (Case II, we

have Z-. LW- 6 (because nov LW > 1, BT < 1), hence n = 5.

In order to counteract the inter-symbol interference problem, we have to

compute

Case I

T+ L 2 (109)

Case II

T + LT- y - - 7 ( 1 1 0 )

With this, we now have all the parameters necessary for the evaluation of the

required bandwidth occupancy and of the number necessary for the carriers:

Case I - Total bandwidth occupancy (f. r. simplex)

2 X64 X26 X2 X4 KHz = 26.62 Mhilz

Total number of carriers used (for simplex)

2 X 64 X 26 X 2 z 6666 carriers

As the reader can see, this numerical example was worked out to correspond

to the total bandwidth occupancy of the entire HF band considered in our study:

from 3 MHz to 30 MHz (27-MIz band considered as available in r. incipk). This
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was a consequence of the adoption of the value M 64. A calculation that would be

of interest to perform in follow-up activity would be the estimate of the increase

in error rate when portions of the HF spectrum (3 to 30 MHz) disappear in propaga-

tion outages.

For the transauroral paths, we have

Case II - Total bandwidth occupancy (for simplex)

2 X 64 X 5 X 7 X 4 KHz 17.92 MHz

Total number of carriers used (for simplex)

2 X 64 X 5 X 7 = 4480 carriers

As far as chip's energy is concerned, we have

E/N o - 77 12.3 (111)

in the binary-equivalent system. Because the values that we have adopted for N0
are as follows:

N 4. 14 10 18 watts/iz (+30 dB above KT)

or (112)

No  1.3 0-16 watts/lIz (+45dB above KT)

we obtain the required signal energy levels

E 50.9 10 "1 joules

or (113)

E 16. 11 1016 joules

Table 8 provides the values of the transmitter power levels necessary to

achieve the signal energies above (oulse width 249 microsec).
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Table 8. Transmitter Power Requirements in HF Paths for Non-Adaptive
M4-ary Transmission With M 64

Radiated
Noise and Required Power Equivalent

Interference Transmitter Density 2ow-er in a
Path Losses Level Power (watts/liz) 3-KIlz Channel

Midlatitude
Paths

130 d3 430 dB above KTB 2 watts 0.075 10-6  0.225 rnilliwatts130 d
-45 dB above KTB 04.4 watts 2.419 106 7. 258 milliwatts

Transauroral
Paths

30 dB above KTh 200 watts 11.16 10 33.5 milliwatts
150 d13 +45 d13 above KTI3 6.44 kilowatt 0.359 10-3  1. 1 watts

165dB 130 dB above KTFB 6.44 kilowatt 0.359 10-3  1.1 watts145 d13 above KTII 203.6 kilowatt 11.33 10-3  34 watts

Note: Pulsewidth 249 nicrosec

I, 11RO1OSEI) EXI*ERIMIENTAL A("rlVIT'Y

.rxperiments oi the diversity and adaptivity aspects of the proposed scheme

coul be performed by adopting an evolutionary approach that could start from the

analysis of existing digisonde data (records of the IF output are essential in order

to perform measurements of tile Doppler spread), and from a review of the state-

of-the-art of the required instrumentation (frequency-agile transmitters and

receivers, broadband IIF antennas and matching units, high-speed frequency

switching, etc. ).

Later on we could construct the breadboard of a one-way link designed accord-

ing to the principles of the system approach illustrated herewith and we could ob-

tain valuable data of the "path-sounding" and "channel-probing" category. These

data would provide a reliable picture of the diversity aspects of midlatitude and

transauroral paths.

Fundamental parameters that must be gathered both for tie midlatitude and the

transauroral case are the following:
1. Statistics of path losses, to be summarized in a diagram "percentage of

time that the path losses are lower tha. the abscissa";

2. Statistics of multipath spread, again leading to the diagram "percentage of

time that the multipath spread is smaller than the abscissa";
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3. Statistics of Doppler spread, again to be summarized in the diagram
"percentage of time that the Doppler spread is ,smaller than the abscissa";

4. Statistics of the noise and interference levels, leading to the diagram:

"percentage of time that the level of noise plus interference is smaller than the

abscissa.

The measurements above must be carried out for extended periods both for the

midlatitude and the transauroral case, and must be performed at a number of fre-

quencies in the band 3 MHz to 30 MHz at least equal to tile number of frequencies

mentioned in Table 4. In principle, the separation between two adjacent frequencies

should actually be smaller than or equal to the coherent bandwidth of the path (in
the models adopted in Section 2, this is 100 KHz for the midlatitude path and only

666 Hz for the transauroral path). However, the adoption of this criterion would

lead to rather cumbersome instrumentation, and our suggestion is to start first

with a number of frequencies as indicated in the Table 4 mentioned above. rhis

would be sufficient for the limited albeit important scope of exploring the feasibil-

ity of the specific scheme proposed in Section 2, where the closest that the spot

frequencies were allocated was 8 KHz.

Once that the one-way link tests would be completed, we could perform exper-

iments with an expanded breadboard, that could make it possible to test the adaptiv-

ity features of the proposed scheme. This would, of course, require the twc-way

link between the two terminals.

4. CONCLUSIONS AND RECOMMENDATIONS

The conclusions of our study on adaptive utilization of IIF propagation paths

indicate that by spreading the radiated power across several Miz of bandwidth

occupancy, it is possible to counteract effectively both waveform fading and

inter-symbol interference. By this method, data rates of 24 Kbit/sec with 10 "

error rates are possible. If this is confirmed by the proposed experimentation,

HF would acquire a reliability and channel capacity of the degree that is en3oyed

by other communications media. The penalty that must be paid to achieve these

results is equipment complexity and bandwidth occupancy. Concerning the first

point, modern advances in microproceisor technology, high-density packaging,

frequency agility, etc., offer concrete promises. As far as the second point is

concerned, the power of the transmitter is so spread that the link would hardly

interfere (and for not very long time intervals, because of frequency wandering)

with a receiving site.
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Our recommendation is that the present study be followed by additional R&D

activity in three basic directions: a deeper understanding of the propagation

properties of the two types of paths considered, a gathering of experimental data,

and an engineering study of the availability and applicability of such modern tech-

nological breakthroughs as microprocessors, frequency-agile transmitters and

receivers, broadband HF antennas and matching units, switch circuits, decision

logics, etc.
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Appendix A

M-ary Transmission Methods

Al. GENERAI

In this appendix, the pL lormance of three basic (lata-transmission methods,

namely, m-level Phase Shi:1 Keyed, mr-level Amplitude Shift Keyed and rn-level

(orthogonal) Frequency Shill. Keyed are compared. The problem addressed is one

of detecting a known signal in a white noise background with minimum probability

of error. The approach adopted is that of Arthur. and Dym A who address this

problem from a geometric point of view.

rhe analysis of data-trasmission systems is commonly based on the following

model. There is assumed to exiat a message source generating a stream of equally

likely messages, M 1, M 2 1 ... , Min into a waveform generator having available

an alphabet of m distinct waveforms, Sl(t), S2 (t0, , Sm (t), each of duration T

(and necessarily finite energy). Onr waveform is transmitted every T seconds, the

choice of waveform depending in some fashion ,,i the incoming message and possi-

bly on the waveforms transmitted in preceding tiane s!ots. The medium coupling

the transmitter to the receiver is assumed to add stationary white-zero mean-

Gaussian noise to the transmitted signal but otherwise is assumed to be distortion

free. It is generally further assumeo that the receiver is time-synchronized with

Al. Arthurs, E. and Dym, 11. (1962) On the optimum detection of digital signals
in the presence of white Gaussian noise, IRE Trans. on ('ommunications
Systems, Vol. CS-10, pp. 336-372.
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I
the transmitter (synchronous detection). Sometimes it is also assumed that the

receiver is phase-locked to the transmitter (coherent detection), Here we shall

always assume time synchronism but shall distinguish between coherent and inco-

herent detection.

The problem we are generally Interested in solving, given this model (see

Figure Al), is how to design the receiver so that it makes as few errors as possi-

ble. Furthermore, assuming than an optimum receiver (optimum in the sense

that It will make fewer errors in the long run than any other receiver) is construc-

ted, we are interested in calculating its error rate.

TRANSMITTER CHANNEL RECEIVER

r MESSAGE SI ONAL-' r
SOURCE SOURCE i

M(t) I WHITE D

5 2(t) I GAUSSIAN E.2 I20 NOISE TiI I
S k f ...._ _...js)(t)+ n (t) E

S Mm M ismlt) "1 I-- o iT- ,A I

LjL L
Figure Al. Idealized Model of a Datar-Transmission System

In this model, following assumptions are made:

1. Each signal waveform is transmitted with equal probability.
; 2. The transmitter is subject to an average power limitation, E/T (watts),

wherea i the isa ase the duratioe (squaeoansmotted signal waveform.

3. The received signal is the sum of the transmitted signal and stationary
Swhite-zero mean-Gaussian with double-sided spectral density N o (watts/liz).

4. 'File receiver is in time synchronism with the transmitter, however°, tile

, distinction is made whether the receiver is phase-locked to the transmitter.

,, 5. The received signal is processed by a maximuni-likelihood detector except

in the ASK incoherent case.
6. In FSK ,-nd PSK cases, the transmitted sinusoldal pulses contain equal

energy E whereas in the ASK case the amplitudes (square root of the energy) of

the transmitted pulses are uniformly spaced starting with zero. Furthermore,

rFSK signals are orthogonal.
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A2. DISCUSSION

A2.1 Introductory Remarks

In the following discussions, we will compare the performance of the M-ary
data-transmission systems, when a fixed-waveform duration is transmitted, and
when waveform duration is varied to maintain a fixed-signalling rate. In Sections

A2. 2 and A2.3 we will provide the curves (only for FSK case) of the probability of

error (10 lugl 0 Pe as a function of signal-to-noise ratio (in decibels), with the

number of levels m appearing as a parameter. In Section A2.4 wc compare these

systems on the basis of bandwidth.

A2.2 Comparisons ssuiming Fixed.Waveform Duration

It is known that increasing m (the number of waveforms transmitted in anytime

T) tends to Increase the probability of error whereas increasing the energy content

in each transmitted signal (that Is, the signal-to-noise ratio) tends to decrease the
probability of error. Increasing m introduces tile most degradation in the ASK Lase,

somewhat less degradation in the PSK case and comparatively little degradation in
the FSK case (Figures A2 and A3). In fact, for large m, !he average probability of
error of an FSK system should be smaller than that of a PSK or an ASK system.
If one compares these systems on the basis of coherency vs. incoherency, the PSK
system surfers the most degradation In perfornance due to lack of coherence.

Calcu.ations show that for large m, the cost of incoherence is a 3-d3 degradation
in signal-to-noise ratio. For small m, the degradation is somewhat less. In the
ASK and FSK cases (Figure A4) it has been shown that for a small probability of
error (say, pe < 10

"5 ) the degradation between coherent and incoherent is of the

order of a decibel or less.

A2.3 (ouiparisons Am atiiltg a Fixed.Signaling Ilate

:nstead of maintaining the duration of each transmitted pulse at a fixed value
T independent of m, we now consider the equally valid constraint of a fi'ned I-ate 11
(we are still assuming that the transmitter is average-po%%er limited). Under tils
constraint, we can allow a longer time duration for each waveform in a multilevel
system and, hence, increase the energy content of the transmitted signals. Assum-
ing that the rate at which data is being transmnitted,

log 2 m(
R = ,-- --- (bits/sec) (A 1)

m
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is maintained constant, it follow s that

I
T2 = i(A2)

and, therefore, that

Tm= T2 log 2 m (A 3)

since the transmitter is average-power limited,

E m  E2T T2  (A 4)

Combining Eqs. (A3) and (A4) yields

Em E2 log2 m (A 5)
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from whlch it follows that

10lg0 ( ill 10lo + 10 10010 (log2 m) (G
0 0

That is to say, under the assumptions of constant rate an m.-level system has st
signal-to-noise ratio advantage of 10 log 1 0 (log2 m) dB over its two-level counter-

part. If one computes nie probability of error ^or these cases, one finds that the

multilevel PSK and ASK systems are inferior in performance to their two-level
cututerparts whereas FSI( systems seem to improve in performance with increas-
Ing m (see Figure A5).

A2.4 Discussion oi llandsddtht

Thus far, all comparisons have been made under the assumption1 that a distor-

tonless "wideband" Gaussian channel ib available. In practice, the bandwidth

allotted to any one transmitter is generally limited and, hence, the relative effi-
ciency with which it uses the available band .idth of prime interest. The parameter
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r is defined as the ratio of the rate at which information is being transmitted,

: log2 m]T bits/see, to the Nyquist te of transmission, 2B bits/see, that is

r B log 2  (Am
r B-- = * . (A7)

It is quite difficult to define B precisely, for the purposes of the present discussion,
If a sinusoid of duration T and frequency fo will be passed with negligible distortion

by an ideal filter with passband 1. 5/T centered around f . It follows therefore,
that for the PSK and ASK modulation schemes wherein the frequency of the pulses

sent in each time slot is fixed the required transmitter bandwidth B -s 1. 5/T and,
correspondingly, the bandwidth efficiency

log2 m (A8)
3

In the FSK case, however, assuming a separation of l/T between adjacent
tones, an m-level transmitter requires a bandwidth

B n+ 0. 5 (A9)T

and which case

tlog 2 m
r = 1-9 . (AIO)

in the FSK coherent case, however, adjacent signals need only be separated

by a frequency difference of 1/2T to maintain orthogonality and, hence, the required
bandwidth may be reduced to

B = m. + 2 (All)

resulting Ln a bandwidth efficiency of

log 2 m
r --- + m (A12)



It is apparent from Figure A6 that 20

simple multilevel orthogonal FSK sys-

tems, even under idealized operating

conditions, are inefficient users of 16

bandwidth. Physically, the reason is
z 14

clear; in any time period T only a Lw

fraction of the total system bandwidth, C 12 ASK
LLAS

namely, that occupied by the particular W
x

tone transmitted, is utilized. Thus, 10

we see that although the number of 8z
levels of an FSK system may be in-

creased with relatively little degrada- 6

tion in performance, there is corre 4 FSK-COHERENT

spondingly an increase in the bandwidth F FSKINCOHERENT

required by the system to operate. In 2

contrast, multilevel ASK and PSK rood-

ulation schemes utilize the bandwidth 2 4 6 8 10 12 14 16 182022242628

more efficiently but the probability of NUMBER OF LEVELS

error increases with m.
Figure A 6. Plot of Bandwidth Efficiency
as a Function of the Number of Levels

A2.5 Signal Selection, for W.ary 'l'ransnismion

For the complete evaluation of a communi ation system and the related coding

schemes, one needs to determine not only the error probability as a function of the
signal-to-noise ratio and data rate, but also the bandwidth occupancy of the trans-

mission channel. The most direct definition of bandwidth occupancy of a given

channel is the minimum frequency separation between channels such that signals

of one channel have no effect on the coder of any other. Let a signal of the a-th

channel be denoted by x (i)( t ) and one of another channel x (J)(t). The a-th channel

decoder operates on any received signal y(t) %%ith the M possible transmitted signals

x(i)(t) of the given channel to form the quantities

11,
,r f y(t) x 0 i)(t) it (A 13',

0

Thus, there will be no effect on the decoder of either channel due to the signal of

the adjacent channel provided
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T

f x (t  j)(t) dt 0 (A 14)

0

th
for all i and j and for all a and j3. Denoting the elementary signals of the a chan-

nel by So and Sl, and those of the O3th by S(, and Sl, the condition becomes

T/n

r m(t) dt = 0 (A 15)

0

for r and m + 0, 1, where each output signal xM1)(t) of duration T seconds consists

of a sequence of n signals, each of duration T/n seconds, chosen randomly from

the two elementary signals S (t) and S (t). Thus the bandwidth occupied by x(t)

depends on the time functions S (t) and S1(t).

The above orthogonal condition is satisfied if the elementary signals of the

a -th channel are taken to be

/( %'cos (a n) t (A16)

r Ti

those of the other channel are

Sr(t) =-2/3cos t . (A 17)

Thus it is clear that the minimum frequency separation or the bandwidth ,ccupancy

of each channel is (,rn/T)Irad/secl or (n/2'T) I liz]. Other channels can obviously

be placed at radian frequencies which are multiplies of ,rn/T away.

The transmitted signals are readily generated by coding each elementary sig-

nal which itself is generated either by balanced modulating the carrier or by phase

modulating it by ±900. At this point it is useful to revieW and discuss briefly the

basic physical parameters. A set of M = equiprobable signals x(i)(t), each of

duration T seconds 11re received lita j power level of S watts with additive stationary

white Gaussian njise of spectral density N watts/liz. The relationships among

signals which are pertinent to the reception problem are their normalized inner

products

,, (t) x (t) dt

S11 (A 18)
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The error probability ,E for the optimal decoder is a function of ST/N o and the

[pi.] matrix. When x '(t) is generated as a sequence of n elementary binary sig-

nals pj is expressible in terms of the number of agreements and disagreements

in the binary-.code vectors from which x i)(t) and x(j)(t) was generated. For, in

ths case

n r(T/n)
- 1 x(i)(t) x(j)(t) dt . (A19)

r=l (r-l)T/n

For the elementary signals, each term of the summation is either +ST/n or -ST/n,

depending on whether the code symbols for P ) and x(j) during the specific sub-

interval were the same or different. Hence for binary signals,

# ak,-eements -# disagreements (A20)

Any one of the M equiprobable transmitted signals contains log 2 M bits of informa-

tion. Since each signal requires T seconds for transmission, the transmitted

information rate is given by

R log 2 M K bits/see . (A21)

T T

The time required to transmit one bit Is

r TK0o2 M R sec/bit . (A22)

In orner to compare communication systems properly for different values, tie

error probability should be considered as a function of ST /N,,, which is the

received signal energy per bit, divided by the noise spectral density. This will

be one measure of comparison for signal sets of different size, l, and different

matrices [pij]. The other basic parameter is the ratio of bandwidth occupancy-

to-data rate W/11. Bandwidth occupancy was shown above to be n/2r ulz, where

n is the number of sub-intervals of the code signal. Taking the ratio of this to the

rate, it follows that

W n _n

= 21log 21l- 2"K (A23)
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In general, the aim will be to find classes of codes which produce as low an

error probability as possible for a given K and ST/N ° ratio, under a constraint

of the W/R ratio.

A2.6 Performance of Orthogonal Code Signals for M -

Although orthogonal signals are not optimal for communication over the

Gaussian channel, for large numbers of signals M they nearly achieve the highest

degree of trans-orthogonality because the maximum correlation coefficient can be

no smaller than -1/(M - 1), which is very nearly zero for large M. Also their

performance is simplest to analyze because the correlation matrix [pij] I and

consequently the expression for error probability reducesA 2 to

l-P ~ + ex [~21 V1 0%2S/ 2j1

+.exp [-v /1 Vle -v22

I E = C -- r2 r f r27

-00 -00

exp (-V 1/21 2sT \ 1
erf + N0 )~ dv 1  (A24)-00 rfir 1 0 -"

P. is indept ndent of which signal was transmitted since v 1 is merely a dummy

variable of integration. The above equation has been integrated numerically using

an IDM computer fo: M = 2 K for K = 1 through 10 and for K = 15 and 20. For
proper comparison of the results for different values of M, the independent ' iable

should be STh/NO where T, - T/log 2 M. Figure A7 presents results and d on-

strates that for all but very low values of STB/No, the error probability decreases

with the number of signals in the set, M, or the data-vector dimension K.

It is particularly interesting to consider the limiting behavior of P as ME
approaches o. The similar results shown below, are also true fer noicoherent

reception of M-ary transmission. The optimum receiver in this case consists of

a set of M-envelope correlation detectors returning to the above equation

A2. Golomb, S.W., editor (1964) Digital Cummunications with Space Applications,
Prentice hall, New York, N.Y., Chapter 7.
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Let ST/N 0 - fi and consider the limit of the logarithm of the expression in brackets

of Eq. (A25)



Lim In [erf v1 + ,/211og0

=Lim In [enf (vl + /2P1og2 -M)] (A26)
1VI~ -- Io

M-cco 1

Taking M as a continuous variable and using I Hospital's rule produced the above

limit as

- if <n2

- for -oo <v 1 <c0 . (A27)

0 if f3>In2

Since this is the limlt of the logarithm of the expression1 in brackets in Eq. (A25),

the limit of the expression itself is

r1 0 If 1<1In 2
ln + /2v1 + -1 for-0, <v <cc

1 -i f >In2

(A28)

which implies of Eq. (A25) that

0 if : < t n 2

M ira PC ST (A29)

or in terms of error probability

STo if flz-<n2

Lim PE A)0M .--- oo ST(ho

,partiularly significant from an informatin theoretic vi- wpuint. Shanun's forula

tor the channel capa(.lty uf a channel uf bandwvtdth W pertut bed by additive Gaussian
noise of uniform spectral density N0 is
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This represents the maximum rate for error-free transmission in the limit as thle

message duration becomes infinite. Letting the bandwidth also apr,. oach Infinity

C - Lim S NW1+
W 0 0 T 0 19

W No +
N log)2  R NWJ-

S S(3)Ellog')e = (A2

Thus from Eqs. (A30) and (A32) it follows that orthogonal codes achieve error-ffree transmission in the limit as Mv oo provided thle data rate

I1 Lim C (A 33)
R -r N \1 -n2 Ml- .

Of course, as Mv - oo. tile message duration also approaches infinity since

T( log T M. Also thle bandwidth approaches oo. Thus if no bandwidth constraint

is placed on thle code signal set, or' lugunal codes exhibit the best poss ible behavior

in the limit as lNI approaklies infinity, since they provide err or-free t rallnission

rates up to channel capacity.

A2.7 'Ihe Seqiwential %s Ilit E'rror Probaliti

TIhe significant measure of any (ommunication systemi's perfor'mnie depends

upon its use. If a set of K-bit inessages such as teletype or sampled data is to be

sent, the seque'ice-error probabil itv, that is, thle pi obability that a dcc odi~g er.rr

was made in at icaist one bit in a sequence of K bits, is the important paramneter.
(in thle other hand, if a zequence of inidependent bits is sent, the bit -e±'ror pr ubabil -

ity should be determ inedi.

For or'thogonal coding, since all errs ors are equally probable, thle expected

number of bits in ert ot when a h-bit oded %vixd has beenl detecte I inl( orrectl is
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Sk It
IT K-1I K 2 -(A34)

Thus the conditional probability that a given bit is in error when the K-bit word

within which it was encoded Is Incorrect IF, 2 K1 /( 2 K - 1).
Thus in terms of the word-error probability P E(K) for a K-bit orthogonal

code word, the bit-error probabiltyAl~ is

B 2 -_1 E

where K log 2 M'i PB,(k) is plotted In Figure A8 for various values of k.

igloo . - -. - - - -

/ 0

k. - k.5

1 
1

04 07 k-2

0 2 4 8 T. 10 12 14

igure A8. P BkW as a Function of k
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To conclude, symbol-error probability is related to binary-error probability

by the formula

PE(k) (M - 1) PEb (A36)

where PE b is the binary-error probability; we now have

2 k-lPB k) T_ (M- 1) PEb (A37)

or

1

PE, b k-l PB(k) (A38)

A2.8 M.ary Transnisioa Over Fading ChAnnelh

The following situation is considered. A transmitter sends one of TO equal

energy waveform over a linear, randomly time-varying channeL These waveforms

are all frequency shifts of the same basic waveform. The channel Is assumed to

have stationary statistics and stationary behavior in frequency. The transmitted

waveform will be corrupted in a statistically identical manner no matter which of

the M frequency translates is sent, In addition to the time variations of the impulse

response of the channel which cause a multiplication disturbance, the signal is also

corrupted by additive white noise.

The receiver measures the received energy at each of the M frequencies and

yields an output symbol corresponding to the largest measured value. These

energy measurements are performed by correlating the received signal with the

appropriate frequency translates of a finite set of orthonormal functions and then

squaring and adding the correlator outputs. It will be assumed that the frequency
separation of the MI-possible transmitted waveforms is chosen sufficiently large so

that the signal energy appearing in one set of correlator outputs as a result of

transmitting a pulse at a different frequency can be ignored.

Under these conditions PierceA3 showed that, for a fixed transmitted energy

per bit, as the alphabet size is allowed to become arbitrarily large, the probabil-

ity of correct reception depends only on the noise density and the probability dis-

tribution of tie energy per bit contained in'the projection of the signal on the sub-

space spanned by the orthogonal Iunctions sufficiently large, the error probability

A3. Pierce, J. N. (1966) Ultimat-, performance of M-ary transmission on fading
channels, IEEE Trans. on Information Theory, Vol. 12, No. 1.

49



can be made as small as desired as long as the expectations of total received

energy per bit exceeds (log 2) times the thermal noise density. The result is

somewhat surprising in that it is independent of how badly the waveforms are

corrupted by the multiplicative channel and of tile exact fading distribution. It is

also shown that this limiting capacity cannot be exceeded by any other type of com-
bining method if the possible transmitted symbols are equiprobable. This is due

to the fact that the performance aAhievable with the pure energy addition is the

same as he performance attainable on the infinite-bandwidth nonfading channel.

A3. CONCLUDING REMARKS

There are additional factors which have been ignored in the present analysis
which tend to limit the performance of actual communication systems. Among
these are distortion in the received signal and inter symbol interference due to

nonlinear delay, band limiting, and fluctuations in the gain of the medium that
couples the transmitter to the receiver. Furthermore, tile received signal is

processed in less than ideal fashion by tile detector due to imperfections in the

hardware and time reccvery. It is noted that all these factors ultimately manifest
themselves at the detector simply as a perturbation in the position of the trans-

mitted message point. As such, the effects are similar to those produced by the

noise and may largely be compensated for by an additional margin of signal-to-
noise ratio at the detector.

Conversely, we might say that some fraction of the total signal-to-noise ratio

available at tile detector is needed to compensate fo" effects of the type listed

above which were not accounted for in the basic analysis. Consequently, only the
remaining fraction of the signal-to-noise ratio is available for combating Gaussian

noise. It is to be expected, therefore, that any predictions of the probability of
error based on estimates of the total signal-to-noise ratio available at the detector

will be unduly optimistic.

9
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Appendix B

Preliminary Estimates of Error Rates in Asymmetrical, Doppler-
Shifted, Transaurorao, HF Propagation Paths

This appendix discusses the Influence of a Doppler-shifted asymmetrical fad-

Ing spectrum on the binary-error probabilities of incoherent FSK and differentially

coherent phase-reversal matched-filter receivers.

III. INTROI)UcIORY REMARKS

Recently, Gupta has developed a complex filtering technique to simulate

Asymmetrical Doppler-Shifted Narrow-Band Gaussian (ADS-NBG) channels. With
this technique, it became possible to account for some additional channel param-

eters nt considered before, such as the non-zero centroid and the skewness of

fading spectrun. (or of the spectrum of the extended channel comprising the fading

chanel and receiver processing filters). Such spectral shapes are known to occur

in troposcatter channels (see references in GuptaB 1 ) and in the HF transauroral

channels, of direct interest here. B2

BI. Gupta, A. K. (1979) Complex Envelope Simulation of Scatter Channels, pre-
sented at the IEEE National Telecommunications Conference, Washington,
DC, November 27-29.

32. Lomax, J. 13. (970) IIF Propagation Dispersion, in "Phase and Frequency
Instabilities in Electromagnetic Propagation," K. Davies, Editor, pp. 97-
510, AGARD Conference Proceedings, Number Thirty-Three, Techvision
Services, Slough, England.
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The reasons for this non-zero Doppler shift and for the asymmetry in the

spectrum of the baseband process are:

1. Doppler shift (see Figure B1). This may be duo to "offset" in the tuning of
the link's oscillators, to time changes in the refractive/scattering properties of

the medium, etc.;

2. Asymmetry in the spectrum (see Figure B2). This may be due to geomet-
rical asymmetries In the link (off-great-circle-path superimposition to the main

path), asymmetries in the receiver filters (RF, IF or baseband), etc.

Theoretical interpretations developed thus far account only for the Doppler
shift due to the frequency offset in tWe local oscillator at the receiver. No analyti-

cal description had been worked out before in order to account for the shift due to
propagation medium and for the asymmetry in the received baseband spectrum.

Figure B3 shows a typical representation available in the literature for the
received spectrum which is clearly symmetrical. This spectrum is then shifted
by the "spectral-shift unit" to simulate the frequency offs A in the receiver oscil-

lators. In Gupta an analytical representatin of the channel has been developed
that fully accounts for all aspects of the two phenomena mentioned above, thereby
removing the limitation in the present channel simulators,

In this section, we investigate the effects of non-zero centroid and skewness
of the fading spectrum on the binary-error probabilities of incoherent and different-
ially coherent phase-reversal matched-filter receivers employing post-detection
diversity combining.

In this analysis, flat fading is assumed. The expressions of the binary-error

probabilities, derived here, are the extension of the results for the case of the
B13

Gaussian fading correlation function of Bello and Nelin. The general expres-
,ions for the binary-error probabilities of incoherent and differentially coherent

matched-filter receivers are derived. In Bello and Nelin, 13 thi signal-to-noise
d'gradation (due to lading) curves are given as a function of fading bandwidth.
However, we also obtain the signal-to-noise degradation expressions due to non-
zero centroid and skewness of the spectrum.

B34
Recently Gupta has approximated an asymmetrical Doppler-shifted fading

spectrum by its Edgeworth expansion. This expansion has the property that the
second through fourth central spectral moments are identical to that of the spec-

trum approximated. If m1 is the entroid (first skmple moment) and m 2, m3 and

B3. Bello, P.A. and Nelin, B. D. (1962) The influence of fading spectrum on the
binary error probabilities of incoherent and differentially coherent matched
filter receivers, IRE Trans. Communications Systems, Vol. CS-10, pp.
160-168, June.

B4. Gupta, A. K. (1979) Dissertation abstract, IEEE Transaction on Information
Theory, November, p. 760.

96



---- THULE 0 NORMALIZED SPECTRAL
W 200:1 L....DATE 02/12/64J20 '. TIME 0810Z DENSITY FUNCTION

0. 
4 .0" -*T

:: : 20 0.84 HE 3.5

0 150.0 -
15 "7 1AHz 12.5

Z T 2.0 -
C, I)W 1.5
(LJ 100 1.0 -

0.-,0
w .5

CU -. 5 -
a 50 _ _______1

-1.0 J j-5-4-3-2-I 0 1 2 3 4 5wL
(L LSEC,

0. ~
-3 -2 -I 0 I 2 3

DOPPLER SHIFT- Hz
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, tile Literaturie

n, are second through fourth central spectral moments, then the Edgeworth ex-

ptinsion of the spectrum S(w) is given by

S(c.) ~2 u2 / ) . -m~ in+~ sk -IIin' 2 2/ " , =m !, i-3

(x k jjG( 11
+2-4 114 +-7~+ '"4Il4 \.. .mn9 / 110. lt6 \ In .(12

In Eq. (B1) Ilen(y) is a llermite polynominal of degree n defined by
tlien(y) =- exp 1y 2/2) (-d/dy)n exp (-y 2/2).

'Tlie Fourier inverse transform of S(w) is eivon by

/ 1.5 r- i2 T4
2 2 s2 ' 2 3 211 () 2 2 a exp j 7' - 22 Sj 6 T +24

L

S 2  I
72 (132)
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where, as in probabilistic analysis, s k and Ex are the skew coefficient and the

coefficient of excess respectively. For simplicity, we will assume that Ex 0

and that the last term in the bracket of Eq. (B2) is negligible. Therefore RI(T) in

Eq. (B2) will consist of the sum of two terms:

1. the term involving the Doppler-shifted but symmetric spectrum

2. the additive interference term involving the asymmetry of the spectrum.

Therefore RlI(r) is approximated to

R(T) =2a 2 exp jm1 T.11m 2 ) (1 + aT3 ] (133)

152

where a -j (sk ' 1 /6) denotes the magnitude of interference.

Now we obtain the probability-of-error expressions for the incoherent FSK

and differentially coherent phase-reversal matched-filter receivers. It is to be

noted that in Bello and Nelli, B3 ml and sk are assumed to be zero.

R2. ERROR PROIIAIIIIrTIES FOR INCOERENT MATCHE FILTrE RECEIVEhlS

A simplified block diagram of an incoherent matched-filter receiver is shown

In Figure B4. Two matched filters are bidicated, each matched to one ef the two
possible waveforms that are successively repeated to form the transmitted binary

communication signal. The outputs of the matched filters are envelope -detected

and subtracted. Diversity-combining Is performed by summing the outputs foi- all

the diversity receivers. It is assumed that bit synchronism exists. Based upon
the stationary complex-valued Gaussian fading statistics. the error probability for

a received binary waveform occupying the interval of bit duration are calculated in

Bello and Nelin. B3 For the cAse of FSK transmission, the transmitted waveforms

are given by

Sot M /2-E* ej \

(134)

Sl(t) 2 E;o< t <T

where the integer n is equal to the frequency separation between the mark and space

frequencies normalized with respect to the data rate lIT.
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0 _() 4E 2  L e T

(11 [T -T ' I <T

00 (') = complex conjugate of X 0 (T) or [X (T)]*

X1
( T)  Xo (T)

l 0 ~~2iiWT 2jn7TT() 4E 2 T- 1 0 <<T

2- - - T -  -T < T < 0 (136)

In Eq. (136), the superscript "o" denotes S(t) = S (t), o < t < T, "1" denotos

S(t) S(t), o <t <Tand

T Ti f I
E f ISo(t)1 2 dt 1 (t)l dt . (B7)

0 0

Substituting R(T) in Eq. (B3) in mrIs Eq. (B5), one obtains (lettingp a 2 E N0 )

i 0 o(T)= 2 2  1 1 2 cos (mlT) e (1/2)m 2Tr -2m2T

00 22 [ 10 + 2 T

j I-IjI 1+ j 10
+ 0 I m+

0 1/ 4 2 m replaced by -m

8___2_a_ -l0jm I1112 + 2M 1 1~

Tm 4T m1 replaced by -mn

2

1 2 1 12 (B8)
+2 mI replaced by -m 1
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In Eq. (B8)

T \1 2 2 T- 2r e~2m

(2x niT 2 e-11 2

2 1 2 2 2- 1
0 0

and

L - o elae y n10elcd Y - b

-I  -- '+ 1+3 2 11

, I rClae 'eplaced by o 1 replaced by m e

iby -j 1 by i 1 + -

(BI+
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where

2m2-m E2m - m + T 2 m2 + jhm Im2 T
13 2 J r 1 _ I 1

mL m

exp (jM T - .1ni 2 ) +( .i) (Im 2  ml)1

Similarly one can obtain

m11 0 (B121
0 1m n replaced by

-n

m 1 =o (1B13)
11 00

and

1 I 4E 2  1  " 1

L\ I 1 replaced 1m eplaed 3 I replaced by
ui1 2nv byyn by- m 2 r

by mi nr by~

B3. PROIIABI LITY OF FIOR FORMULATION FOR INCOIIERFNT RI-ECEirION

To compute the probability of error, one requires B 3 parameter r as

r m0 (1315)
- )2 + 4 (ni - i M !2 - (111 11
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Depending upon the superscripts on m, (r, s o, 1), one obtains re, r 1 . Ther, s0
significance of r0 and r 1 wil'. be outlined below.

The probability of error expression for zero-fading bandwidth and square-law

combined diversity was derived by Pierce. B5 If p1 is the probability that a 'V is

printed given that a " VIs sent and p0 Is the probability that a "1" is printed given

that a "o" is svnt, then for zero-fading bandwidth po = p, = p where

M-1
- (2M - 1 )!(- 1 )m (2 +)-M-m (B16)

--- 4  (M -1) (M 1- )! ml (WM+im)
m=o

In Eq. (B16), M is tne order of diversity and p is the ratio of the signai power in

data channel and the noise power in data channel. The noise power In tile data

channe! is defined as the noiss- power in a rectangular bandpass filter of unity gain

and bandwidth I/T. At a large signal-to-noise ratio, SNR, the leading terms pro-

dominate and we have, to a good approximation

(2M - 1)! ( M (37

W P (1133

For the case of general fading and general binary signals, B3 one may deter-
mine P1 by using an "equivalent" signal-to-noise ratio p 1 in the zero-fading band-

width expression for p1 (Eqs. (BI6) or (1317)). This equivalent SNII is given by

P 1 4 "1 • (1318)

Similarly )o for general fading can be determined by using an equivalent SNR po0 In

the slow fading expression for p1 where

I"00+ (B19)~o 1. 0

In general p0 d Pl. Thus in the presence of an asymmetrical spectrum and/or

a non-zero centroid, asymmetric binary channel may result.

B5. Pierce, J. N. (1958) Theoretical Diversity Improvement in Frequency-Shift
Keying, Proc. IRE, Vol. 45, pp. 903-910, May.
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114. ERROR PROBABILITIES FOR A PIIASE.REVERSAL KINEPLEX SYSTEM

A simplifted block diagram of the differentially coherent matched-filter
receiver is shown in Figure B5. It is assumed that only two possible pulses Sl(t),

SS0 (t are transmitted as with the incoherent matched-filter receiver. However,

the transmitted bit is encoded into the change or lack of change of successive adja-

cent pulses. Thus a transmission of the pairs SI(t) or S0 (t), SI(t) denotes a "01,

say, while the pairs S 1 (t), S 1 (t) and S0 (t), S0 (t) denote a "1". The receiver con-

sists in part of two separate coherent matched-filter receivers with filters matched

to waveforms S 1 and S0 but differing by an input delay of one band duration. Thus,

the two receivers are operating upon adjacent bands. The actual detector output is

obtained by using the output of one coherent receiver as a reference for the other.

In the special case when le pulses S0 (t), S I(t) arc b 1 over the band duration, the

differentially coherent system specializes to the differentially coherent phase-

reversal Kineple:. system.

rMatched

filter anI

ExSubtracta

=atched ," From other

Mac ilter

a filter 0 S a receivers

inu

1Multiply and
Extract baseband Sapl

Mlatched filIter receivers

Dela Subrac Threshold
1-Band decision

matched filtero0 0 1

Figure D5. Block Diagram of a Differentially Coherent Matched-Filter Receiver
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In the following di.cusston, we will compute the expression of the probability

of error for DPSK or phase-reversal Kineplex system, Due to antipodal nature of
binary waveforms

SM(t) ' and SoM = -SM(t) for o 4 t < T , (B20)

binary symmetric operation will exist (that is, po = Pl) for all fading correlation

functions. As in the FSK incoherent case, the following results are the extension
of the results given in Bello and Neln. 13 The reader is referred to Bello and

Neln 33 for a detailed analysis.

For the case of general fading and general binary signals, p0 and p, can be
determined, similar to the FSK case, by using "equivalent" SNR In Eqs. (B16) or
(B17). The error-probability expression In Eq. (I316) was derived for noncoherent
FSK reception with "square law" diversity combining and slow fading (zero-fading
bandwidth). The equivalent SNR p 11 is given B S as

2(r oe + zIno)
-i n + , 2 ,o (1321)
role+role) + 4(n mmo - 11110) - t In

where

-01/2)in,)Tr2
X3 2 cos (ilT) P -2 + jIn

-10mm -+? m 1
r) I replaced

by - iii

a 10"1111 ni2 + 2jm3

T4 + ! - 1 + 12 -19

2 m replaced m1 replaced

by - ml b.- - ni

(1322)
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and letting m -Ml +jn 2 T

[ -( 1/2)ri T 2
32E a2  T2 2cos(zn'T) e 2m -f - exp 2) 2T

m 12 T 0 replaced + + 2 T / 0 replaced

by m I by -in

2 ' 32T 3 
_Gm12T36JT 2 m'

T -T R -
+ T e 1( . +_ 22T2)m m2 __ T m2 2 39 2 M2  29

3jm2T 2  2
+ + 7T 5~ m 2

2l 2 2 2 M2

exp (jin T - 1.1ii1 2-Z

(.Z 6jjm2T ti 5T, m 3 6m' jm 3 mI

2 72m
2 /

2 m2 2
(T4~ ~ 3 24'~ - ----

1
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4jr1 12nm 12-2

+ r 4 - Ti 3 + +- T2 6n V

3 eplaced')

4Im II
To recaitulate the prbabili y -ero n i kwdan pe-hfe

channel (incoherent FSK modulation), can be computed as follows:
1s t Step-Compute the Doppler shif't of the received spectrum. rthis is called

III mI (,rad seec-1 )

2 nd Step-Compute the parameter a, as defined by

wee a z -j ( "~

whe

In') is the fading rate (- Doppler spread of the received spectrum, in rad/sec)

s k is the skewness of the spectrum, as defined in Eq. (22), Section 2.4. 2.
3 dStep-Compute the quantities imlrs (where r- and a acquire tho values 0 and3r r d

1) by using Eqs. (BI0) through (1314). (Note that m °  refers to bit "0" and m 1 I

refers to bit " I"). , r s

4 th Step-Compute the function r from Eq. (B15).

5th Step-Compute p I and po from Eqs. (1318) and (B19) (po refers to bit "0" and

p refers to bit " 1"),
6 th Step-Compute p1 and p0 (equivalent binary probability of error) from

Eqs. (B1) or (B17) (again, P0 refers to bit "0" and P1 refers to bit "1").
Similar to what has been just described for the incoherent FSK modulation

case, the probability of error can be computed for the case of a coherent-differen-
tial Kineplex system. Since, in this case, p0 and p1 for all shapes of the fading
spectrum, the computation of either one of them is sufficient. First, m 1 ,  lo
and 110 0 are computed by using the Eqs. (B22) and (1323) as a function of the
spectral parameters. Then, p 1 1 Is computed from Eq. (B21). Since p 1 1 can be
thought of as an "equivalent signal-to-noise ratio," the probability of error can be
computed from the Pierce formula, given in Eq. (B16).
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